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The application of nonlinear dynamic inversion to the design of a flight controller for atmospheric reentry is discussed. Nonlinear dynamic inversion is used due to the large flight envelope that characterizes the reentry of the small wingless lifting body vehicle. Moreover, the increased computational capability of modern flight computers, as well as the mission requirements of crew return vehicles, supports the application of a nonlinear control law. The control design is based on nonlinear inversion of the vehicle model and is divided into three phases: nonlinear inversion of the vehicle’s dynamics, linearization and linear inversion of the aerodynamic database, and actuator allocation. The vehicle’s dynamics were inverted assuming a timescale separation between attitude and altitude rates. The assignment of the vehicle’s actuators was scheduled against dynamic pressure, accounting for the efficiency of each actuator on the different phases of flight. Input-output linearization was performed for the phase of flight where only two actuators were available. The correctness of the controller and its performance are evaluated with numerical simulations of two different entry trajectories.

Nomenclature

- \( B \) = bandwidth matrix
- \( C_0 \) = generic aerodynamic coefficient
- \( F_V \) = external force in the vertical frame, N
- \( I \) = inertia matrix, kg \cdot m^2
- \( K_{iL} \) = inner-loop integral gain
- \( K_{iP} \) = outer-loop integral gain
- \( K_{P,i} \) = outer-loop proportional gain
- \( K_P \) = sideslip angle gain
- \( K_{\delta_a} \) = bank angle gain
- \( M_{aero} \) = aerodynamic moment vector, N \cdot m
- \( M_B \) = external moment vector in the body frame, N \cdot m
- \( M_T \) = thruster moment vector, N \cdot m
- \( m \) = mass of the vehicle, kg
- \( p, q, r \) = angular rates in body frame, rad/s
- \( Q_i \) = \( i \)th quaternion
- \( p \) = dynamic pressure, Pa
- \( R \) = distance toward the center of Earth, m
- \( T_{V-W} \) = transformation from wind to vertical frame
- \( u \) = input vector
- \( V \) = velocity vector, m/s
- \( v_R \) = velocity in down direction, m/s
- \( v_S \) = velocity in north direction, m/s
- \( v_T \) = velocity in east direction, m/s
- \( x \) = state vector
- \( y \) = output vector
- \( \alpha \) = angle of attack, deg
- \( \beta \) = sideslip angle, deg
- \( \delta \) = latitude;

\[ \delta_a = \text{aileron deflection, deg} \]
\[ \delta_b = \text{speed brake deflection, deg} \]
\[ \delta_e = \text{elevator deflection, deg} \]
\[ \delta_r = \text{rudder deflection, deg} \]
\[ \sigma = \text{bank angle, deg} \]
\[ \tau = \text{longitude, } \] 
\[ \Omega_E = \text{Earth’s angular velocity, rad/s} \]
\[ \omega = \text{angular velocity, rad/s} \]

Introduction

FUTURE cargo and crew return vehicles will have increased flexibility to perform a large set of different reentry missions. Guidance, navigation, and control (GNC) has been identified as one of the main key areas where new technology may decrease operational costs and increase safety. Several authors have investigated the possibility of increasing the set of feasible missions by introducing nonlinear control laws.\(^1\)\(^-\)\(^4\) New flight controller algorithms based on more precise knowledge of the vehicle dynamics showed improvements in performance and robustness against stochastic parameter variation.\(^3\)\(^,\)\(^4\)

This paper discusses the application of nonlinear dynamic inversion (NDI) to a lifting body reentry vehicle (LBV). NDI is an approach to nonlinear control design that has attracted research interest in recent years. The main idea of the approach is to transform the dynamics of the nonlinear system into a linear one by feedback of the system states or outputs. The main difference between this approach and the conventional linearization is that the linearized system is achieved by exact state transformations and feedback, rather than by linear approximations.\(^3\)\(^,\)\(^5\) At the present time, NDI is being more commonly used in the design of GNC systems for fighter aircraft.\(^7\)\(^-\)\(^9\) The applicability of NDI in spacecraft control, and in particular in reentry guidance and control, has been shown in recent studies.\(^10\)\(^,\)\(^11\)

The flight controller design for a reentry vehicle must account for the dynamic range on which the spacecraft operates. The drag...
vs velocity reference profile is mainly tracked by controlling the direction of the lift vector\textsuperscript{12}. To increase drag, the lift vector is directed sideward, whereas decrease in drag is achieved by pointing the lift vector upward. A bang–bang controller is also included to drive the vehicle to the landing site. This path control technique results in demanding maneuvers in terms of bank angle. Typically, bank angle can change from 70 to $-70$ deg in short time intervals (about 30 s). The Mach number variation during reentry ranges from Mach 28 to Mach 1.5, whereas the angle of attack profile is approximately constant during the hypersonic phase. Because of heat flux restrictions, the sideslip angle is maintained as close as possible to zero. The reentry flight envelope is larger than the one of a fighter airplane executing demanding maneuvers. The fast variation of the flight states and the poor aerodynamic maneuverability of lifting bodies make the design task challenging. Also, the required tracking accuracy is critical for successful mission accomplishment.

Entry flight controller algorithms operational today\textsuperscript{13} were designed based on classical techniques with gain scheduling. The reference trajectory and the controller gains are tuned to specific nominal missions. Future entry vehicles that autonomously perform a set of missions will require flight control laws that enlarge the set of feasible missions, while using the increasing computational power of flight computers available nowadays.

The NDI controller presented here was designed to control the reentry flight of the LBRV. The LBRV is a conceptual small reentry vehicle based on a real-life example.\textsuperscript{4,15} The vehicle creates lift by flying at high angles of attack, and it is able to carry a maximum of seven passengers. The model of the system, published in an earlier paper,\textsuperscript{16} is a nonlinear six-degree-of-freedom model. Accurate models of sensors and actuators are included, as well as an extended nonlinear aerodynamic database.

The design of NDI entry flight controller is based on the timescale separation concept.\textsuperscript{3,9,17,18} From the nonlinear inversion of the attitude dynamics, the commanded torque is obtained. The inversion of the attitude kinematics is performed using quaternion. Although quaternion singularities are not commonly used on the design of NDI controllers,\textsuperscript{4,11,19} singularities on the equations of motion are avoided. The static linear inversion of the aerodynamic database was based on a linearized version of the nonlinear database. The aerodynamics of the vehicle are in the form of lookup tables, which were trimmed and linearized for the entire flight envelope. Analysis of the problem indicated that the selection of which actuator is activated to generate a commanded moment plays an important role on the overall performance. The reaction of the vehicle to activation of thrusters, aerodynamic surfaces, and coupled thrusters and aerodynamic surfaces proved to be different. Thus, actuator assignment is one of the central points of the research presented. The numerical simulations were conducted to test and validate the derived algorithm. The reference trajectories consisted on two precomputed trajectories obtained from an optimization tool.\textsuperscript{20,21} The two missions studied are high-lift entry trajectories from the International Space Station to two different landing sites. The trajectories were given in terms of angle of attack, bank angle, and sideslip angle time history.

### Reentry Vehicle

The NDI controller performance is closely related with the accuracy of the model. In the case of the LBRV, its model was available from previous research.\textsuperscript{16} The model comprises three submodels: the motion dynamics, the aerodynamics, and the onboard sensors and actuators.

The vehicle dynamics during the planetary entry is modeled as a six-degree-of-freedom motion. In the modeling of this motion, uncoupled translational and angular motions were considered. The uncoupling between angular and translational motion is widely accepted.\textsuperscript{22} The motion is described by means of the equations of motion. The translational motion represents the point-mass trajectory motion, whereas the angular motion represents the rigid-body attitude maneuvers. The body flexibility is neglected, which simplifies the modeling problem.

The equations that describe the translational motion are obtained from Newton’s second law (see Refs. 21 and 22). This motion can be modeled by the generic equations of dynamics and kinematics:

\[
\begin{bmatrix}
\dot{v}_t \\
\dot{v}_r \\
\dot{v}_p
\end{bmatrix} = \frac{1}{m} F_v
\]

\[
\begin{align*}
-2\Omega_L v_r \sin \delta - \Omega_L R \sin \sin \tau - \frac{v_t^2 \tan \delta + v_t v_r}{R} + 2\Omega_L (v_t \cos \delta - v_r \sin \delta) + \frac{v_t}{R} v_r \tan \delta - v_r \\
+ 2\Omega_L (v_t \cos \delta - v_r \sin \delta) + \frac{v_t}{R} v_r \tan \delta - v_r \\
\end{align*}
\]

\[
\begin{bmatrix}
\delta \\
\tau \\
\rho
\end{bmatrix} = \frac{1}{R} \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
v_t \\
v_r \\
v_p
\end{bmatrix} + \frac{v_t^2 + v_r^2}{R}
\]

Equation (1) represents the dynamics of the system, whereas Eq. (2) is the kinematics equation of translational motion. In the reentry flight, the total external force acting on the vehicle $F_v$ is the sum of the aerodynamic forces (lift, drag, and side force), gravitational force, and thrust force.

The dynamics equation of angular motion in the body frame (as commonly defined for aircraft) is obtained from Euler’s law (see Ref. 21):

\[
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix} = I^{-1} M_B - I^{-1} \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} \times I \begin{bmatrix}
p \\
q \\
r
\end{bmatrix}
\]

The total external moment acting on the vehicle is composed of the aerodynamic torque and the thrust torques.

The attitude position of the vehicle can be expressed by using the quaternion vector or rotation angles. The angles that express the vehicle’s attitude are the attitude angles $\phi$, $\theta$, and $\psi$ that define the rotation between the vertical and the body frame, or the aerodynamic angles $\alpha$, $\beta$, and $\sigma$ that define the rotation between the wind and the body frame. If the attitude position is expressed using angles, the kinematics equation of angular motion will have a singularity. The singularity can appear at several points, depending on the order of rotation.

Quaternions were selected to express the attitude position of the vehicle, and although an extra state is inserted in the system, their use is justified by the absence of singularities in the rotations.\textsuperscript{16} The kinematics equation of angular motion using the quaternion vector yields

\[
\begin{bmatrix}
Q_1 \\
Q_2 \\
Q_3 \\
Q_4
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
Q_4 & -Q_3 & Q_2 & -Q_1 \\
Q_3 & Q_4 & -Q_1 & -Q_2 \\
Q_2 & Q_1 & Q_4 & -Q_3 \\
-Q_1 & -Q_2 & Q_3 & Q_4
\end{bmatrix} \begin{bmatrix}
p \\
q \\
r
\end{bmatrix}
\]

For user interface purposes, the quaternion vector is transformed to Euler attitude angles. The transformation is performed by well-known methods.\textsuperscript{21}

The available nonlinear aerodynamic database is presented in the form of lookup tables, ranging from Mach 0.5 to Mach 28. These tables were generated merging results from computational fluid dynamics with results from wind-tunnel tests.\textsuperscript{22} The aerodynamic computations are divided in two speed regions: subsonic/supersonic (Mach number $\leq 4.6$) and hypersonic (Mach number $\geq 4$). The aerodynamic coefficients for Mach numbers between 4 and 4.6 are computed using a " bridging" function. The resulting aerodynamic force and moment coefficients are obtained as a function of the control surface deflections, aerodynamic angles, angular rates, Mach number, Knudsen number, air density, and air temperature.

The LBRV has two actuators used during reentry: the reaction control system (RCS) and the aerodynamic surfaces. The RCS is
mostly used in the orbital phase of the spacecraft. However, thrusters are also used in the early phase of the reentry flight, whereas in the end they are almost ineffective. This system consists of several thrusters located in groups in the nose and rear portions of the spacecraft. It is considered that the thrusters produce pure moments, being the total force caused by the RCS neglected.

There are four aerodynamic surfaces in the LBRV: two rudders and two flaps, each one positioned in one of the sides of the spacecraft, as shown in Fig. 1. These surfaces can be driven independently, which means that the flaps and the rudders can turn simultaneously or differentially. The deflection of the surfaces can be coupled, to simulate the traditionally defined control deflections (elevator, rudder, flap, and speed brake).

The LBRV was simulated by a simulation tool for atmospheric reentry dynamics. An accurate atmospheric model was used, and the simulation of the aerodynamic surfaces included rate and acceleration limitations. GESARED, implemented in MATLAB SIMULINK, is a sophisticated and efficient tool developed for the design and validation of GNC systems.

Attitude Controller Concept

The concept of NDI is simple and straightforward. In the ideal case, the purpose is to obtain a closed-loop system that behaves as a linear one. Therefore, the controller is designed such that all of the nonlinearities of the plant are canceled. Thus, the nonlinear controller contains the inverted nonlinearities of the plant. The output of the controller is computed by using the inverse model of the open-loop system, and the desired linear closed-loop system is achieved.

The principal consequence of the working principle of NDI is the dependence between the performance of the controller and the quality of the available model of the system. If the model of the system is accurate, and if its inversion is considering no approximations, then the controller will have a satisfactory performance. In other words, the NDI controller shows satisfactory performance if the system considered is simple or well known. When the model of the system is not accurate, or the inversion of the model is not possible without simplifications, the performance of the controller is degraded.

The theory behind NDI is mathematically formal and elaborated. The theory, developed a few years ago, still contains drawbacks: NDI can not be used in all nonlinear systems, and it has no ensured robustness to perturbations. However, current studies consider the application of robust control techniques to closed-loop systems linearized by a NDI controller.

The NDI attitude controller discussed in this paper is shown in Fig. 2. Its design is divided in two parts: the inversion of the equations of motion and the inversion of the behavior of the actuators (thrusters and aerodynamic surfaces).

The inversion of the equations of motion consists of the inversion of the dynamics motion’s model presented in the preceding section. When it is assumed that the dynamics are 10 times faster than the kinematics, the timescale separation principle can be invoked. This principle renders into the separation of the inversion of the equations of angular motion in two loops: 1) the inner (or fast) loop, which consists in the inversion of the dynamics equation of angular motion, and 2) the outer (or slow) loop, which performs the inversion of the kinematics equation of angular motion.

The timescale separation assumption is commonly accepted and simplifies the inversion problem. The inverted equations of motion are responsible for the computation of the total desired moment to achieve a reference angular maneuver. However, it is not possible to feed this desired moment directly into the open-loop system. The moment should be first transformed into thrust commands and deflections of the aerodynamic surfaces, and therefore, the modeling and inversion of the actuator’s behavior is required.

In the case of the LBRV, the inversion of the thrust behavior is unnecessary because the desired external moment can be directly fed into the system. For the behavior of the aerodynamic surfaces, the inversion is necessary and consists in the inversion of the nonlinear aerodynamic database. Thus, the commanded external moment is transformed into surface deflections by means of the aerodynamic inversion.

Inversion of the Equations of Motion

The first step of the NDI attitude controller implementation is the inversion of the equations of angular motion. Assuming the timescale separation, the NDI attitude controller is composed by two control loops: the inner and the outer loop. In terms of the inversion of the equations of motion, this time division is reflected in the separate inversion of the attitude kinematics and dynamics.

The attitude dynamics, represented in Eq. (3), are here repeated in state-space form:

\[
\dot{x}_1 = f_1(x_1, u) \\
y_1 = h(x_1)
\]

where

\[
x_1 = \begin{bmatrix} p \\ q \\ r \end{bmatrix}, \quad \tilde{u} = \begin{bmatrix} g_1(x_1) \\ g_2(x_1) \\ g_3(x_1) \end{bmatrix} + M_T
\]

\[
y_1 = \begin{bmatrix} p \\ q \\ r \end{bmatrix}
\]

Fig. 1 Aerodynamic surfaces of the LBRV.

Fig. 2 NDI attitude controller concept.
whereas the state-space representation of the kinematics [Eq. (4)] yields

$$\dot{x}_2 = f_2(x_1, x_2)$$

(8)

$$y_2 = h(x_2)$$

(9)

where

$$x_2 = \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \end{bmatrix}, \quad y_2 = \begin{bmatrix} Q_1 \\ Q_2 \\ Q_1 \\ Q_4 \end{bmatrix}$$

(10)

Equations (5) and (8) represent the two state-space nonlinear systems to be inverted. These two systems are characterized by having the states as outputs. Therefore, the navigation state should include the angular rates and the quaternions (or other representation of the attitude that can be transformed to the quaternion vector, e.g., aerodynamic angles).

In accord with the feedback linearization theory, the inversion of the angular dynamics equation is a state-input inversion problem. Equation (6) is not immediately invertible, and thus, the output should be successively time differentiated until inversion is possible, or in other words, the output should be time differentiated \( r \) times, where \( r \) is the relative degree of the system. After one time differentiation, Eq. (6) yields

$$\dot{y}_1 = \begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = I^{-1} \mathbf{M}_B - I^{-1} \left( \begin{bmatrix} p \\ q \\ r \end{bmatrix} \right) \times I \begin{bmatrix} p \\ q \\ r \end{bmatrix}$$

(11)

The analytical inversion of the Eq. (11) yields

$$\mathbf{M}_B^{-1} = I \begin{bmatrix} p \\ q \\ r \end{bmatrix} + I \begin{bmatrix} p \\ q \\ r \end{bmatrix}$$

(12)

The nonlinear control law is obtained by considering that the total desired differentiated output is given by

$$\dot{y}_1^{\text{des}} = y_1^{\text{cmd(r)}} - k_r \ddot{y}_1^{\text{cmd(r-1)}} - \cdots - k_0 y_1^{\text{cmd(0)}}$$

(13)

where \( y_1^{\text{cmd(r)}} \) is the tracking error \( (y_1^{\text{cmd}} - y_1) \) differentiated \( n \) times, and \( r \) is the relative degree of the system. The relative degree of the system is one, and Eq. (13) simplifies to

$$\dot{y}_1^{\text{des}} = -k_0 y_1^{\text{cmd}} = B_1 (x_1^{\text{cmd}} - x_1)$$

(14)

where \( B_1 \) is the bandwidth matrix. When Eq. (14) is substituted into Eq. (12), the nonlinear control law yields

$$\begin{bmatrix} M_1^{\text{cmd}} \\ M_2^{\text{cmd}} \\ M_3^{\text{cmd}} \end{bmatrix} = I \times B_1 \begin{bmatrix} p^{\text{cmd}} - p \\ q^{\text{cmd}} - q \\ r^{\text{cmd}} - r \end{bmatrix} + I \begin{bmatrix} p \\ q \\ r \end{bmatrix}$$

(15)

When it is assumed that the system model exactly represents the vehicles, or in other words, that nonlinearities of the system are fully canceled by the inverse control law, the closed-loop system response is given by the following linear relation:

$$x_1 + B_1 (x_1 - x_1^{\text{cmd}}) = 0$$

(16)

Thus, in the ideal case, the open-loop nonlinear system is linearized by the nonlinear control law by means of the exact state feedback. However, the system nonlinearities are not fully inverted by the control law if the inversion or the model are not exact. The dynamics of the system may not be fully canceled and can make the closed-loop system unstable or with undesired transient responses. In this case, the bandwidth matrix plays a significant role: its tuning can stabilize and improve the performance of the closed-loop system.

The bandwidth matrix will contain proportional–integral (PI) elements. The integrators are responsible for the elimination of the steady-state error in the computation of the commanded external moments. In other words, the integrator of the inner loop has to deal not only with the model uncertainties but also with the uncertainties inserted in the actuator (in particular the inversion of the aerodynamic database). Although the uncertainties inserted in the actuator inversion could also be solved by inserting an integrator in the outer loop, the actuator inversion is closely linked with the inner loop. Because it is assumed that the behavior of \( p, q, \) and \( r \) is similar, the matrix \( B_1 \) is diagonal, and all of the elements of the diagonal are equal. This means that the proportional and integral gains of the three components of the angular velocity vector are equal. The matrix \( B_1 \) yields

$$B_1(s) = \begin{bmatrix} K_{p1} + K_{i1} s & 0 & 0 \\ 0 & K_{p1} + K_{i1} s & 0 \\ 0 & 0 & K_{p1} + K_{i1} s \end{bmatrix}$$

(17)

and the error between the commanded angular velocity and the vehicle angular velocity yields

$$\dot{\omega}^{\text{des}} = K_{p1} (\omega^{\text{cmd}} - \omega) + K_{i1} \int (\omega^{\text{cmd}} - \omega) \, dt$$

(18)

The tuning of the bandwidth elements \( K_{p1} \) and \( K_{i1} \) was performed aiming for best step response performance, while avoiding actuator saturation.

The procedure of designing the outer-loop controller is very similar to the one applied to the inner loop. Once again, the output Eq. (9) is not immediately invertible and should be time differentiated \( n \) times (1 in this case):

$$\dot{y}_1 = \begin{bmatrix} \dot{Q}_1 \\ \dot{Q}_2 \\ \dot{Q}_3 \\ \dot{Q}_4 \end{bmatrix} = \frac{1}{2} \begin{bmatrix} Q_4 - Q_1 \\ -Q_2 - Q_4 \\ Q_1 - Q_3 \\ -Q_3 - Q_1 \end{bmatrix} \begin{bmatrix} p \\ q \\ -q \\ p \end{bmatrix}$$

(19)

The inverse of the Eq. (19) is obtained from the definition of quaternions:

$$\begin{bmatrix} p \\ q \\ -q \\ p \end{bmatrix} = -2 Q_4 \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \end{bmatrix} + 2 Q_4 \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \end{bmatrix}$$

(20)

If the same line of thought applied to the inner loop is applied to the outer loop, the desired differentiated output \( y_2^{\text{des}} \) is given by

$$\dot{y}_2^{\text{des}} = -k_0 y_2^{\text{cmd}} = B_2 x_2^{\text{cmd}}$$

(21)

where \( x_2^{\text{cmd}} \) is given by

$$\begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \end{bmatrix} = \begin{bmatrix} Q_4^{\text{cmd}} & Q_3^{\text{cmd}} & -Q_2^{\text{cmd}} & -Q_1^{\text{cmd}} \\ -Q_4^{\text{cmd}} & Q_4^{\text{cmd}} & Q_1^{\text{cmd}} & -Q_3^{\text{cmd}} \\ Q_4^{\text{cmd}} & Q_3^{\text{cmd}} & Q_2^{\text{cmd}} & -Q_1^{\text{cmd}} \\ Q_4^{\text{cmd}} & -Q_3^{\text{cmd}} & Q_1^{\text{cmd}} & Q_2^{\text{cmd}} \end{bmatrix} \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \end{bmatrix}$$

(22)
The closed-loop system response is linear, and it is given by Eq. (20):

\[
\begin{align*}
\begin{bmatrix}
2
3
\end{bmatrix} 
&= -2Q_x \begin{bmatrix}
B_{211} Q_x
B_{222} Q_x
B_{233} Q_x
\end{bmatrix}
+ 2B_{343} Q^\alpha_x 
\begin{bmatrix}
Q_1
Q_2
Q_3
\end{bmatrix}
&= -2 \begin{bmatrix}
0 & -Q_3 & Q_2 \\
Q_3 & 0 & -Q_1 \\
-Q_2 & Q_1 & 0
\end{bmatrix}
\begin{bmatrix}
B_{211} Q_x
B_{222} Q_x
B_{233} Q_x
\end{bmatrix}
\end{align*}
\]

The closed-loop system response is linear, and it is given by

\[
\dot{x}_2 + B x_{err} = 0
\]

The dynamic response of the closed-loop is defined by the bandwidth matrix \( B \).

Fig. 3 Inversion of the equations of motion.

During the reentry flight, both the aerodynamic surfaces and RCS are used to control the vehicle. Therefore, the design of the NDI controller should account for the performance characteristics of the actuators, by means of the static actuator inversion.

The actuator activation system computes the opening of the actuators’ valves necessary to generate the commanded moment. The commanded moments are directly fed to the RCS system, and therefore, the inversion of the thrust system is not necessary to the implementation of the NDI controller.

To compute the deflections of the aerodynamic surfaces necessary to produce the desired moment, the aerodynamic inversion is included. The aerodynamic inversion consists of the inversion of the nonlinear aerodynamic database. To overcome the nonlinearities of the database, the suggested NDI controller approach uses three successive steps: trim, linearization, and inversion. The first step of the aerodynamic inversion is to compute the deflection of the aerodynamic surfaces that makes the external moments equal to zero, along the nominal reentry trajectory. With the trim deflections available, it is possible to compute the delta deflections that generate the commanded moments. To linearize the aerodynamic database, it is assumed that the aerodynamic moments depend only on the disturbed motion variables and their derivatives.

Linearized moments coefficients yield

\[
\begin{bmatrix}
C_1
C_{\alpha}
C_{\alpha}
\end{bmatrix}
= \begin{bmatrix}
C_{\alpha} & \frac{\partial C_{\alpha}}{\partial \alpha} & \frac{\partial C_{\alpha}}{\partial \beta} & \frac{\partial C_{\alpha}}{\partial \phi} & \frac{\partial C_{\alpha}}{\partial \theta}
\end{bmatrix}
\begin{bmatrix}
\Delta \alpha
\Delta \beta
\Delta \phi
\end{bmatrix}
\]

The moment derivatives were numerically computed from the nonlinear database by means of the central difference method.

Finally, the inversion of the linearized database is equivalent to the inversion of Eq. (27). Therefore, the commanded surface deflections are

\[
\Delta \alpha = (C_{\alpha} - C_{\alpha u} \Delta \alpha - C_{\alpha u} \Delta \beta) / C_{\alpha u}
\]

\[
\Delta \beta = (C_{\beta} - C_{\beta u} \Delta \phi) / C_{\beta u}
\]

where

\[
C_{\alpha u} = \begin{bmatrix}
C_{\alpha_{\phi}}
C_{\alpha_{\beta}}
C_{\alpha_{\phi}}
C_{\alpha_{\beta}}
C_{\alpha_{\phi}}
\end{bmatrix}
\]

\[
C_{\beta u} = \begin{bmatrix}
C_{\beta_{\phi}}
C_{\beta_{\beta}}
\end{bmatrix}
\]

Actuator Assignment

The actuator assignment represents a critical point of the flight controller design. The intrinsic nonlinearity of these devices strongly influences the performance of the control algorithm.

Seven actuators are available during the reentry flight: roll \( X \), pitch \( Y \), and yaw \( Z \) thrust moments; elevator; rudder; ailerons; and speed brake. Each actuator is only available depending on its own specifications. The thrusters are only available in the beginning of the reentry, whereas the aerodynamic surfaces can only be used when the air density increases. The efficiency of the thrusters depends inversely on the dynamic pressure. The ailerons and elevators of the vehicle can be used almost during the entire flight. However, the rudder can only be used in lower speed because of the high structural stresses created. Table 1 shows the actuators used vs reentry phase, dynamic pressure, and Mach number.

The three components of the external moment vector (roll, pitch, and yaw moment) have a group of actuators assigned for each phase of flight. The roll moment is mainly generated by the \( X \) thrust or by the ailerons, whereas the pitch moment is mainly obtained from the \( Y \) thrust or by the elevators. Finally, the yaw moment is mainly generated by the \( Z \) thrust or by the rudder. When the correspondence between a moment and an actuator is unique, it is clear which actuators provide the best performance.

<table>
<thead>
<tr>
<th>Phase</th>
<th>( X ) Thruster</th>
<th>( Y ) Thruster</th>
<th>( Z ) Thruster</th>
<th>( \delta_x )</th>
<th>( \delta_y )</th>
<th>( \delta_z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \tilde{q} \leq 100 )</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2 ( 100 &lt; \tilde{q} \leq 500 )</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3 ( 500 &lt; \tilde{q} \leq 1500 )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>4 ( 1500 &lt; \tilde{q} ), ( M &gt; 6 )</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>5 ( M \leq 6 )</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Available. **Not available.
actuator will be used to generate the desired moment. The exclusive relation between moment and actuator happens almost during the entire flight. However, there are two situations when this does not happen: the transition between thrusters and aerodynamic surfaces and the phase where the thrusters are no longer available and the rudder is not yet used (Table 1).

The transition between thrusters and aerodynamic surfaces is performed by means of a bridging function with respect to dynamic pressure:

\[ M_{\text{cmd}}^{\text{red}} = k_2 M_{\text{cmd}}^{\text{red}} \]  
\[ M_{\text{cmd}}^{\text{red}} = (1 - k_2) M_{\text{cmd}}^{\text{red}} \]

where \( \dot{q}_2 \) and \( \dot{q}_1 \) are the dynamic pressures in the beginning and in the end of the transition phase, respectively.

In the phase where the thrusters are no longer available and the rudder is not yet used (phase 4 of Table 1), there is no actuator directly assigned for the yaw moment. Therefore, the angles of attack, sideslip, and bank must be controlled by means of the ailerons and the elevator.

According to the nonlinear dynamic inversion theory, each output of the system must correspond to a specific actuator or that the actuator is allocated to a specific output. When three actuators are available, the output vector in Eqs. (6) and (9) is the state vector, and the so-called state-input inversion is performed. However, if the rudder is not available, the state-input inversion can no longer be used, and the output function \( h(x) \) must be redefined to make the inversion possible.

A new output vector with two elements has to be defined as a combination of the traditional outputs (aerodynamic angles). Because \( C_{m_{\text{nl}}} \) is approximately zero, the angle of attack is controlled by the elevator. This surface is closely related to the pitch motion and, therefore, to the angle-of-attack control. The other output can be an association between sideslip and bank angles.

When it is assumed that \( L_x h(x) \neq 0 \) for some neighborhood of \( x \), the inverse of the Eq. (38) is given by:

\[ u_{\text{cmd}} = \left( \nabla h_{\text{cmd}} g_{\text{cmd}} \right)^{-1} \left[ \nabla h_{\text{cmd}} \left( f_{\text{cmd}} + g_{\text{cmd}} u_{\text{cmd}} \right) \right] \]  

When it is assumed that \( L_x h(x) \neq 0 \) for some neighborhood of \( x \), the inverse of the Eq. (38) is given by:

\[ u_{\text{cmd}} = \left( \nabla h_{\text{cmd}} g_{\text{cmd}} \right)^{-1} \left[ \nabla h_{\text{cmd}} \left( f_{\text{cmd}} + g_{\text{cmd}} u_{\text{cmd}} \right) \right] \]  

When it is assumed that \( L_x h(x) \neq 0 \) for some neighborhood of \( x \), the inverse of the Eq. (38) is given by:

\[ u_{\text{cmd}} = \left( \nabla h_{\text{cmd}} g_{\text{cmd}} \right)^{-1} \left[ \nabla h_{\text{cmd}} \left( f_{\text{cmd}} + g_{\text{cmd}} u_{\text{cmd}} \right) \right] \]  

where the constants \( K_f, K_s, \) and \( K_{\sigma} \) are weights to each component of the tracking error. The use of aerodynamic angles for the controller design of phase 4 (as in Table 1) is justified by the increased simplicity of designing the redefined outputs based on angles. In fact, it is more meaningful to have the redefined outputs expressed as two separate channels, one for the longitudinal motion (angle of attack) and the other for the lateral motion (bank and sideslip angles). Phase 4 is the only exception where aerodynamic angles are used in the flight controller design; the controller for the other phases is based on quaternions, as indicated in Eq. (26).

After the redefinition, the aileron deflection yields

\[ \delta_a = \left( \nabla h_{\text{cmd}} g_{\text{cmd}} \right)^{-1} \left[ \nabla h_{\text{cmd}} \left( f_{\text{cmd}} + g_{\text{cmd}} u_{\text{cmd}} \right) \right] \]

As already referred, the angle of attack is controlled using the elevator. The deflection vector yields

\[ \Delta \delta_a = \left( C_{m_{\text{nl}}} - C_{m_{\text{nl}}} \Delta \alpha - C_{m_{\text{nl}}} \Delta \sigma \right) / C_{m_{\text{nl}}} \]

Results

This section describes the numerical evaluation of the NDI attitude controller designed for the LBVR. The tests consist in tracking two precomputed reentry trajectories with different landing sites, available from the aerospace trajectory optimization software (ASTOS) software tool. The reference trajectories are given in terms of commanded aerodynamic angles time history. The tests were conducted in MATLAB/SIMULINK, and the vehicle’s dynamics were simulated using GESAREH.

The first trajectory tracking test is presented in Fig. 4. The test results are presented in terms of the aerodynamic angles time history, tracking error, and deflections of the aerodynamic surfaces. The angle-of-attack tracking error is small during the entire trajectory, except at 1397 s, where it grows to ~1.2 deg. During the last bank reversal (coincident with phase 4 of Table 1), the bank-angle tracking error reaches its maximum for a short period of time; during the rest of the simulation, the error is always smaller than 3 deg. The sideslip-angle tracking error is always smaller than 0.23 deg. In terms of the deflections of the aerodynamic surfaces, the only remarkable behavior is the saturation of the ailerons and the rudder at 1395 s, when the angle of attack starts decreasing and phase 5 starts. However, the saturation is almost instantaneous, and the vehicle immediately recovers. Around 1395 s, there is a problematic phase in the reentry flight because two factors joined together: the reduction of the angle of attack and the beginning of phase 5 (and consequently the beginning of the use of the rudder). Problematic points of the simulation such as this should be avoided when optimizing the reference trajectory because they generate high tracking errors. The general behavior of the controller for the first reentry trajectory is satisfactory.

Figure 5 presents the results of the second trajectory tracking closed-loop simulation. The results presented consist in the tracking error aerodynamic-angles tracking error and the deflections of the aerodynamic surfaces. In the case of the angle of attack, the maximum tracking error is ~1.1 deg. The bank-angle maximum coincides with the decrease in the reference angle of attack. The maximum tracking error in terms of sideslip angle is 0.4 deg. The bank-angle maximum tracking error is high. However, the bank-angle reference maneuvers are also very demanding, and although bank-angle tracking is important in the evaluation of the controller, it is not a problem. Because the most critical tracking error is the one of the sideslip angle (due to heat flux problems), we can consider that the controller has a satisfactory performance. Moreover, the NDI controller used in this test was exactly the same used in the first test,
Fig. 4 First trajectory tracking; error attitude angles and surface deflections.

Fig. 5 Second trajectory tracking; error in aerodynamic angles and aerodynamic surfaces deflections.
without further gain tuning or extra computations. Thus, although it is expected that the results can be in some way degraded, they remain satisfactory. Thus, because the NDI controller has a satisfactory behavior in the tracking of both trajectories, it can be considered that there is a considerably wide spectrum of satisfactory performance.

Conclusions

A nonlinear dynamic inversion flight controller design approach for the LBRV is presented. The use of NDI reduces the need of parameter tuning for different missions, contributing to increasing the vehicle’s flexibility of tracking different reference trajectories. Given a nonlinear open-loop system, the concept of the NDI is to create a closed-loop system that behaves as a linear system. In fact, the nonlinearities of the open-loop system are contained within the inversion. Two main advantages of the closed-loop system arise as a direct consequence of the NDI concept: the scheduling of the controller is unnecessary, and the controller is flexible.

On the inversion of the equations of motion, quaternion was used. It was verified that the final results were not degraded, and the singularities that characterize the representation of attitude angles were avoided. The aerodynamic database was inverted based on a simplified linear model, to decrease CPU time in case of on-board implementation. The simplification inserted undesired errors in the loop. The mismatch in the inversion was solved by appropriate selection of the bandwidth matrices. Inserting integrators on both matrices eliminated steady-state errors.

The models of the actuators used included saturation in the case of the RCS system and saturation, deflection rate, and acceleration in the case of the aerodynamic surfaces. The nonlinear limitations of the actuators inserted limitations on the performance of the controller and required extra effort on the tuning of the proportional gains of the bandwidth matrices.

The actuator assignment proved to be a sensitive point in the entire design strategy. During the phase of flight where only ailerons and elevators are available, the tracking accuracy is satisfactory. Unsatisfactory performance that could be expected was solved by selecting the appropriate outputs. In fact, the output definition strategy selected for the design resulted in satisfactory results. The actuator redundancy of phase 2 proved to be difficult to handle and can be a field of future research. The activation of thrusters and aerodynamic surfaces simultaneously can generate contradictory effects on the vehicle. The tracking performance, as well as the actuator response, was degraded during this phase.

The path controller and reference trajectory design also has an important influence on the flight controller performance. The ability of the vehicle to track commanded bank maneuvers during early phases of flight is very poor. The thrust efficiency is low due to high dynamic pressure, and the efficiency of the aerodynamic surfaces is also low because dynamic pressure is still low. Therefore, bank maneuvers such as the first one of both trajectories presented are difficult to track and if possible should be avoided.

Although the several phases of flight have different characteristics, the gains of the PID elements in the inner and outer loop were tuned only once for the entire flight. The performance of the controller was still, in general, satisfactory. If the control law had been based on gain scheduling linear control, several gain tunings would be necessary to ensure a satisfactory performance. One of the main characteristics of the LBRV reentry is that the vehicle is not programmed in advance for a specific reentry trajectory. In fact, the reentry trajectory will only be known in the moment of the beginning of reentry. Thus, the advantage of using NDI to design the flight controller is the ability to satisfactorily track different trajectories with the same control system.
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