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Abstract—Camera-based text processing has attracted considerable attention and numerous methods have been proposed. However, most of these methods have focused on the scene text detection problem and relatively little work has been performed on camera-captured document images. In this paper, we present a text-line detection algorithm for camera-captured document images, which is an essential step towards document understanding. In particular, our method is developed by incorporating state estimation (an extension of scale selection) into a connected component (CC)-based framework. To be precise, we extract CCs with the maximally stable extremal region (MSER) algorithm and estimate the scales and orientations of CCs from their projection profiles. Since this state estimation facilitates a merging process (bottom-up clustering) and provides a stopping criterion, our method is able to handle arbitrarily oriented text-lines and works robustly for a range of scales. Finally, a text-line/non-text-line classifier is trained and non-text candidates (e.g., background clutters) are filtered out with the classifier. Experimental results show that the proposed method outperforms conventional methods on a standard dataset and works well for a new challenging dataset.
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I. INTRODUCTION

As digital cameras and smartphones have become more widely available, camera-based text processing has attracted considerable attention, and many studies have been conducted for text-line detection in camera-captured images [1–8]. Text-line detection is an essential step for many document image processing tasks, such as optical character recognition (OCR), layout analysis, and pre-processing algorithms. However, many conventional methods focused on the scene text problem or constrained document cases, so that relatively little work has been performed on unconstrained camera-captured document images such as that shown in Fig. 1-(a) (see also the experimental section). For text-line detection in such inputs, we need to simultaneously address the challenges in natural (camera-captured) images and curved text-lines. However, most conventional methods focused on either case and the text-line detection in unconstrained inputs was not fully addressed. This is partially due to the lack of benchmark datasets for document cases: most benchmark datasets (for text processing in camera-captured images) consist of scene text images [1,2,9]. Although one dataset is available for document images [10], these images were of constrained environments. In other words, they are binary images capturing documents written in English, where the text-lines are roughly horizontal, the layouts are very similar, and there are no background clutters. Therefore, the set is not suitable for the evaluation of general text-line detection algorithms.

Considering the numerous methods that require text-line information in camera-captured images and possible OCR applications [10–13], the need to develop a robust text-line detection method is an important challenge. In this paper, we address this problem by incorporating state estimation (an extension of scale selection [14]) into a connected component (CC)-based framework [15]. Our algorithm and dataset are publicly available on our website, http://ispl.snu.ac.kr/hikoo/curvedtext.

A. Proposed method

The block diagram of the proposed method is shown in Fig. 1-(c). As shown, the method is based on the CC-based approach. First, in order to extract text components in natural images, we adopt the maximally stable extremal region (MSER) algorithm rather than conventional binarization algorithms [16]. This is because conventional binarization methods are designed to work for dark text on white background and have difficulties in handling multiple scales. After the CC extraction, we partition the extracted CCs into clusters, where each cluster corresponds to a text-line candidate. This step is called a text-line candidate generation [15, 17]. However, performing clustering without the knowledge of the scale and orientations is a very difficult task. In the work by O’Gorman [14], it was shown that scale selection is very beneficial in document processing. Similar to the work by O’Gorman, we estimate the states (scale and orientations) of CCs and build text-line candidates using these estimated states. The estimated states enable the candidate generation to be effectively performed for arbitrarily oriented (curved) text-lines and for a range of scales. Although our state estimation facilitates candidate generation, the bottom-up clustering usually yields a large number of false-positives on non-text regions (such as pictures in documents and background clutters). In order to filter them out, we also develop a new text-line/non-text-line classification method based on the machine learning technique and a Markov Random Field (MRF) model. The MRF model enables us to consider the neighboring relations [15, 18].
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B. Comparison to our previous work

The proposed method can be considered as an extension of our previous work [19]. However, the proposed method has several improvements over the previous work. First, we extend the work by adopting a general CC-based framework so that we can deal with a variety of text/background colors and improve the invariance to scales. Second, we develop a new cost function in the state estimation. Our previous work estimated states by using the periodic patterns of text-lines; it therefore could not handle isolated text-lines. In this work, we propose a new cost function that can deal with isolated text-lines as well as textblocks (having more than one text-line). Third, we develop a systemic non-text filtering method. In the previous work, a heuristic idea using fitting errors was adopted for the classification. Since the previous method followed the assumptions that (a) dark texts are written on white background and (b) each textblock has multiple text-lines, the method did not severely suffer from false positives. However, since this simple method is not able to handle unconstrained inputs, we develop a machine-learning based method. Finally, we present a new dataset and evaluation protocol, and provide quantitative evaluation results.

The main contributions of this paper can be summarized:

- We present a complete system that detects text-lines in unconstrained camera-captured document images,
- We propose an objective evaluation measure and build a new challenging dataset for further researches.

II. RELATED WORK

To the best of our knowledge, text-line detection in (unconstrained) camera-captured document images has not been discussed in the literature. However, the problem is closely related to many conventional problems. In this section, we review these related topics: curved text-line extraction, scene text detection, and handwriting segmentation.

A. Curved text-line extraction

A number of methods have been developed to extract curved text-lines (segmentation) in binary images [21–24]. Most conventional methods were based on a bottom-up clustering approach, which builds characters, words, and text-lines progressively. In [21], clustering rules were developed by using the sizes of characters and distances between characters. In [22], the average height of characters was first estimated and text-lines were extracted with the estimated value. However, these methods were developed for roughly horizontal text-lines, while methods for arbitrarily oriented text-lines were proposed in [23,24]. Although they could handle more general cases, they were developed for binary images; using this approach in unconstrained inputs is therefore not straightforward. Essentially, many conventional methods were based on predefined merging rules and were prone to the over-segmentation and under-segmentation of text-lines.

Ridge-based text-line detection methods were proposed in [6,8]. In this approach, text-lines were extracted by detecting ridges in smoothed images. Although the method can be applied to gray images as well as binary images, the filtering kernel selection also relies on the assumption about the text-line orientation (usually, horizontal text-lines are considered). An approach that addresses the text-line segmentation by minimizing a cost function is proposed in [25]. While this approach alleviates the difficulties in devising ad-hoc clustering rules, the computational complexity of this active-contour-approach seems to be very high. A method to extract virtual baselines
was recently proposed in [26]. The method is based on edge information and it works for natural images. However, the method could not provide the location information of text-lines and it is only able to handle roughly horizontal cases.

These curved text-line extraction algorithms have usually been evaluated on a dataset used in the Document Dewarping Contest in the CBDAR 2007 [10]. However, as shown in the first row of Fig. 2, the dataset consists of relatively similar images. Especially, the set consists of well-binarized images having roughly horizontal text-lines.

B. Scene text detection

The development of scene text detection algorithms enables many practical applications (such as camera-based translator, aids for the visually impaired, and robot navigation), and numerous methods have been proposed. These scene text detection algorithms can be classified into two groups: CC-based and region-based approaches. The CC-based approach generates text-lines by grouping CCs and the region-based approach uses a classifier of local patches to find text-lines. According to the recent competition results [2, 3], CC-based methods showed superior performance compared with region-based methods. Although many methods showed good performance in the ICDAR datasets [15, 17], they had difficulties in handling arbitrarily oriented text-lines (images in the competition sets contain roughly horizontal text-lines). In order to address these problems, more sophisticated CC-based methods were also developed [9, 27]. Although studies on scene text detection have successfully addressed many challenges in camera-captured images, they focused on the detection of short text-lines (usually words) written on planes. Therefore, conventional scene text detection algorithms cannot be applied to images that have curved text-lines such as that in Fig. 1-(a). Besides issues in text-line models (straight vs curved text-lines), the conventional methods did not exploit the distribution of CCs; their primary targets were sparse texts as shown in Fig. 2-(d) and the properties of individual CCs were considered promising features (e.g., shapes and stroke widths) [28]. However, in document images, text components are distributed regularly, and there is room for exploiting this new type of feature.

C. Handwriting segmentation in scanned document images

Handwriting segmentation is a problem to extract text-lines in scanned handwritten documents, as shown in Fig. 2-(e) [29, 30]. Although this problem involves many challenges (such as irregular character sizes, varying skew, and touching text-lines), the energy-based method in [30] showed good performance in the ICDAR 2013 text-line segmentation contest [20]. However, in this contest, the inputs were binary images consisting of only text pixels and the algorithm was able to focus on the partitioning of the pixels. Recently, gray images were used in the text-line extraction contest [31], however, there were no background clutters and non-text removal was not a critical issue.

III. OVERVIEW OF THE PROPOSED METHOD

As shown in Fig. 1-(c), the proposed method extracts CCs, estimates their states (scale and orientation), and uses that information in bottom-up clustering (text-line candidate generation). In particular, the estimated state provides a merging orientation-scale and the stopping criterion, and the proposed clustering method is able to handle complex cases robustly. This process (with intermediate results) is illustrated in Fig. 3. For a given image, we first extract CCs with the MSER algorithm, as shown in Fig. 3-(a) and (b). These extracted CCs are represented as superpixels (ellipses) and their state information is estimated by minimizing the proposed cost function. The cost function is designed to reflect the compactness of the projection profiles as well as the periodic patterns of text-lines. Our superpixel representation and the estimated states are illustrated in Fig. 3-(c). From the estimated states, we build text-line candidates with a bottom-up clustering method. An intermediate result for the clustering is shown in Fig. 3-(d). Since a large number of false-positives appear (especially, on non-text regions) in camera-captured images as shown in Fig. 3-(e), we apply a text-line classification method and obtain the final results. The classifier is based on machine learning techniques and an MRF model. Details of each step will be discussed in the following sections.

IV. CC EXTRACTION AND STATE ESTIMATION

In this section, we present the CC extraction method and the proposed state estimation method, which is the former half part of the proposed method.

A. CC extraction

To extract CCs, the MSER algorithm has been commonly used in recent scene text detection methods [16]. The MSER algorithm allows us to have text component candidates by extracting both fine and large structures at the same time. In [17], a variant of the MSER method was also proposed to resolve the overlaps between extracted CCs. We adopt this modified method and the extraction results are shown in Fig. 3-(b). We denote a set of extracted CCs as

$$\mathcal{C} = \{c_p\}.$$  \hfill (1)

For each CC, we compute the center \((x_p, y_p)\) and the covariance matrix \(\Sigma_p\) of the pixel positions. The covariance matrix is further represented with

$$\Sigma_p = \sigma_1 v_1 v_1^\top + \sigma_2 v_2 v_2^\top$$  \hfill (2)

by applying the eigenvalue decomposition [32], where \(\sigma_1\) and \(\sigma_2\) are eigenvalues \((\sigma_1 < \sigma_2)\), and \(v_1\) and \(v_2\) are corresponding eigenvectors. With this decomposition, we represent \(\{c_p\}\) with ellipses as shown in Fig. 3-(c); the minor and major axes are \(v_1\) and \(v_2\), respectively. This superpixel representation allows us to keep a set of CCs memory-efficiently.
Fig. 3. Illustration of the proposed method (best viewed in electronic form): (a) Input image, (b) Extracted CCs, (c) Estimated states, (d) Bottom-up clustering process, (e) Text-line candidates, (f) Text-line results. From (b) to (e), the upper-right (resp. lower-left) part represents the processing result of bright (resp. dark) CCs.

B. Definition of states

The state of \( c_p \) is defined as a pair of two values:

\[
    f_p = (\theta_p, s_p)
\]

where \( \theta_p \) is the (local) orientation of a corresponding text-line and \( s_p \) is the interline spacing. For orientations, we quantize \([0, \pi]\) to \( N_D = 32 \) levels

\[
    \Theta = \left\{ \frac{k \times \pi}{N_D} \right\}_{k = 0, \ldots, N_D - 1}
\]

For scales, the proposed cost function uses the Discrete Fourier Transform (DFT) of projection profiles and 10 discrete scales are chosen in order to exploit the computational efficiency of Fast Fourier Transform (FFT) as listed in Table I:

\[
    \mathcal{S} = \{12.8, 16.0, 21.3, 25.6, 32.0, 42.7, 51.2, 64.0, 85.3, 128.0\}
\]

Although the above scale values are not uniformly distributed, \( \mathcal{S} \) works well in practice. Rather, the problem of the above definition (i.e., \( s_p \) is an interline spacing) is that \( s_p \) is not well-defined for isolated text-lines such as that shown in Fig. 4-(c). However, fortunately, the scale selection is not critical for isolated text-lines, since the scale information is used for the following bottom-up clustering and the clustering will work for a range of scale values for isolated text-lines. Therefore, for isolated text-lines, the cost function should provide the correct orientation and the accurate scale estimation is relatively less important.

We also define the distance between two states as

\[
    \| f_p - f_q \| = \| s_p - s_q \|_S + \| \theta_p - \theta_q \|_\Theta
\]

where \( \| s_p - s_q \|_S \) is the index difference (from 0 to 9) in \( \mathcal{S} \) and \( \| \theta_p - \theta_q \|_\Theta \) is a circular index difference (from 0 to \( N_D/2 \)). Note that the text-line orientation is invariant if we add \( \pm \pi \) to the orientation.

C. Proposed cost function for the state estimation

In this work, the state estimation is formulated as an optimization problem, of which the cost function is designed to (a) reflect local observations and (b) impose the smoothness constraint on states. The cost function is given by

\[
    E(\{f_p\}) = \sum_{c_p \in \mathcal{C}} V_p(f_p) + \sum_{(c_p, c_q) \in \mathcal{N}(C)} V_{p,q}(f_p, f_q)
\]

where \( \mathcal{N}(C) \) is a set of neighborhoods obtained by the Delaunay triangulation [33].

For the dataterm \( V_p(f_p) \), we exploit the projection profile around \( c_p \), which is defined as the number of ellipses on the projection directions as shown in Fig. 4-(b) and (d). More
is well captured by computing the relative power of harmonic components. The projection profile shows periodicity when the projection direction coincides with the text-line orientation; also, this periodicity is more evident for textblocks having more than one text-line. When the projection direction coincides with the (local) text-line orientation, the compactness of the projection profiles is well captured by computing the relative power of harmonic signals with a period of $\frac{2\pi}{\theta}$:

$$\frac{|X_{\theta,N}(k)|^2 + |X_{\theta,N}(2k)|^2 + \cdots}{|X_{\theta,N}(0)|^2 + |X_{\theta,N}(1)|^2 + |X_{\theta,N}(2)|^2 + \cdots} \simeq \frac{|X_{\theta,N}(k)|^2}{|X_{\theta,N}(0)|^2}$$

as [19], and this observation is encoded into a data term

$$V_p^{(1)}(f_p) = -\log \left( \frac{|X_{\theta,N}(k)|^2}{|X_{\theta,N}(0)|^2} \right)$$

for $f_p = (\theta, N)$. Although this term is effective in selecting orientation and scales, it cannot provide meaningful values for isolated text-lines (the profiles have no periodic components). For isolated text-lines as shown in Fig. 4-(c), we exploit the compactness of the projection profiles.

When the projection orientation coincides with the (local) text-line orientation, the projection profile becomes compact and

$$\frac{1}{N} |\{n | x_{\theta,N}(n) \neq 0\}|$$

becomes small, where $| \cdot |$ is the number of elements in the set. This observation can be represented as a new data term

$$V_p^{(2)}(f_p) = \log \left( \frac{|\{n | x_{\theta,N}(n) \neq 0\}|}{N} \right)$$

for $f_p = (\theta, N)$. Since $V_p^{(2)}(f_p)$ does not depend on $k$, it will have the same value for several scales. For example, (13) has the same value for $s_p \in \{51.2, 64.0, 85.3, 128.0\}$ (the same holds for $12.8, 16.0, 21.3$ and $25.6, 32.0, 42.7$) as shown in Tab. I. However, as discussed in the previous section, a range of scale values will work for isolated text-lines, provided that the orientation is correct. Finally, we use a linear combination of both terms for the dataterm in (7):

$$V_p(f_p) = \lambda V_p^{(1)}(f_p) + (1 - \lambda)V_p^{(2)}(f_p)$$

(we set $\lambda = 0.5$). By combining these two complementary terms, our proposed dataterm can handle isolated text-lines as well as textblocks.

For the pairwise term in (7), we obtain a neighborhood system $\mathcal{N}(C)$ by applying the Delaunay triangulation to $C$ and impose smoothness constraints for all neighboring pairs [33]. The neighborhood system $\mathcal{N}(C)$ is illustrated in Fig. 5-(a) and we adopt a smoothness term proposed in [19] for a neighboring pair $(c_p, c_q) \in \mathcal{N}(C)$:

$$V_{p,q}(f_p, f_q) = \mu(f_p, f_q) \times \exp \left( -\frac{\beta \times d_{pq}^2}{s_p^2 + s_q^2} \right)$$

where $d_{pq} = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}$ and

$$\mu(f_p, f_q) = \begin{cases} 0 & \|f_p - f_q\| \leq 3 \\ 5 & \text{otherwise} \end{cases}$$

Since $d_{pq}$ is the distance between two CCs, $d_{pq}^2/(s_p^2 + s_q^2)$ can be considered a normalized distance between two CCs (i.e., the value is invariant to the resolution of input images). Intuitively, the pairwise term (15) imposes smoothness constraints on adjacent sites, while allowing discontinuities for distant sites.

D. Inference

In order to minimize the proposed cost function (7), we adopt a standard combinatorial optimization method, i.e., the graph-cut method (the expansion-move algorithm) [18, 34]. Although there are a relatively large number of states (i.e., $32 \times 10$) for each CC, the algorithm works well. The estimated states are illustrated in Fig. 3-(c) with line segments, the lengths of which represent the scales $\{s_p\}$, and orientations are $\{\theta_p\}$. For an effective inference, the optimization was independently performed on the subsets of $C$ (e.g., dark and bright CCs).

V. TEXT-LINE EXTRACTION

From the estimated states, text-line candidates are generated and the non-text-lines in the candidate set are filtered out using a trained classifier. Since text-lines can be more effectively extracted by applying a bottom-up clustering method to individual textblocks, we perform the textblock segmentation prior to the text-line candidate generation.

A. Textblock segmentation

We can extract textblocks by removing the edges that are long when compared with the estimated scales:

$$d_{pq} \geq \epsilon \times \min(s_p, s_q)$$

and build clusters by partitioning $C$ into

$$\{C_1, C_2, \ldots, C_L\}$$
C. Computation of text-line confidence

We compute the text confidence for each text-line and use the confidence values in the non-text-line filtering. Specifically, given a text-line candidate, we extract block-patches along the estimated text-line curve as shown in Fig. 8. For the geometric and photometric normalization of these blocks, we transform each square block into a $64 \times 64$ block and the patch is binarized. The binarization method is the same as that in [15]; we consider the average color of CCs as the text color and the mean color of the whole patch as the background color. This procedure is illustrated in Fig. 8.

Given the normalized blocks, the text-line confidence was computed using the method in [15]; we train a text/non-text classifier for square patch inputs, so that the network
of the network outputs: text-line confidence for a candidate [15] was simple and showed better performance. Finally, the Oriented Gradients (HOG) feature [38] and the concatenation algorithm [37]. We also tested the well-known Histogram of three layers (50-30-20-2), trained with the back-propagation training, we adopt artificial neural networks consisting of $64 \times 64$ -dimensional feature vectors. Specifically, for a given 64 $\times$ 64 block, the block is partitioned into four 64 $\times$ 16 horizontal slits. For each horizontal slit, we calculate (a) the number of white pixels, (b) the number of horizontal white-black transitions, (c) the number of horizontal black-white transitions, (d) the number of vertical white-black transitions, and (e) the number of vertical black-white transitions. We also compute their variances. A similar feature extraction is performed on four 16 $\times$ 64 vertical slits, so that we have 50 ($=2 \times (4 \times 5 + 5)$) dimension feature vectors. For the training, we adopt artificial neural networks consisting of three layers (50-30-20-2), trained with the back-propagation algorithm [37]. We also tested the well-known Histogram of Oriented Gradients (HOG) feature [38] and the concatenation of the feature vector in [15] and HOG. However, the feature in [15] was simple and showed better performance. Finally, the text-line confidence for a candidate $T$ is given by the average of the network outputs:

$$\psi(T) = \frac{1}{|P_i|} \sum_{k \in P_i} \text{(the network output of the } k\text{-th patch)}$$

(22)

where $P_i$ is a square patch set of the candidate $T$ (as shown in the bottom of Fig. 8). The number of patches is chosen so that it is proportional to the number of CCs in $T$.

D. Non-text-line filtering

Given the text-line candidates of a textblock $C_k$

$$\{T_1, T_2, \ldots \},$$

(23)

the non-text-line filtering can be formulated as a labeling problem that assigns labels to these text-line candidates. Let us denote the label of the $i$-th candidate as $l_i \in \{+1, -1\}$, where +1 implies that the candidate is a true text-line and vice versa. When the smoothness constraint (neighboring relations) is not imposed, the filtering can be performed with a threshold $\tau$:

$$l_i = \begin{cases} +1 & \psi(T_i) > \tau \\ -1 & \text{otherwise.} \end{cases}$$

(24)

Although this works (as shown in the experimental section), we can improve the performance by imposing the smoothness constraints on labels. In particular, we formulate this problem with MRF modeling

$$E(\{l_i\}) = \sum_i V_i(l_i) + \alpha \sum_{i,j} e_{i,j} \delta(l_i, l_j)$$

(25)

where $\delta(l_i, l_j) = 1$ when $l_i \neq l_j$, and $\delta(l_i, l_j) = 0$ otherwise.

The dataterm $V_i(l_i)$ is based on the text-line confidence

$$V_i(l_i) = |P_i| \times \left\{ \begin{array}{ll} \tau - \psi(T_i) & \text{if } l_i = +1 \\ \psi(T_i) \text{ otherwise.} \end{array} \right. \quad l_i = -1,$$

(26)

and the pairwise term is designed to reflect the sum of the edge strengths between two candidates

$$e_{i,j} = \sum_{a \in T_i, b \in T_j, (a,b) \in N(c)} \exp \left( -\frac{\beta \times d^2(a,b)}{(s_p^2 + s_q^2)} \right)$$

(27)

(large values for adjacent text-line pairs). Since this is a binary labeling problem and the cost function is sub-modular, we can find a global optimum using the graph-cut method [18]. The choice of $\alpha$ and $\tau$ will influence the overall performance and will be discussed in the experimental section.

E. Non-overlap constraint

Finally, we impose the non-overlap constrain to resolve the overlaps between detected text-lines. In particular, $T_i$ is filtered out when

$$\psi(T_j) \quad \psi(T_i)$$

(28)

$$|R(T_i) \cap R(T_j)| > 0.4 \times |R(T_i)|$$

(29)

for some $T_j$. Intuitively, this condition means that when there are significant overlaps between two text-lines, we remove the text-line that has a smaller confidence value.

VI. EXPERIMENTAL RESULTS

In order to demonstrate the performance of the proposed method, we conducted extensive experiments. First, we evaluated the proposed method for the conventional dataset [10] and compared the performance with the existing methods. We
then built a new dataset consisting of challenging camera-captured images and evaluated the performance on the set. In all experiments, we set $\beta = 0.125$. For the training of a text-line/non-text-line classifier, we used training images in [1,2,9]. However, in order to improve the classification performance, we augmented the training set with several document images that had Asian scripts. Our executable file and the dataset are available on our website http://ispl.snu.ac.kr/hiko/curvedtext.

A. Evaluation on a conventional set

We evaluated the proposed method on a conventional dataset [10], which consists of 102 images having $N_G = 3,091$ text-lines. For the evaluation, we adopt the pixel-based evaluation metric proposed in [39]. A weighted bipartite graph $G = (U, V, E)$ is constructed, where $U = \{G_i\}_{i=1}^N$ is a set of ground truth text-lines, $V = \{T_j\}_{j=1}^M$ is a set of the detected text-lines, and $E$ is a set of edges. The edge weight $w_{ij}$ between $G_i$ and $T_j$ is given by the number of (text) pixels in the intersection area. After constructing the bipartite graph, an edge incident to each node is considered significant when

$$w_{ij} \geq \max{(t_r \times P, t_a)}$$

(30)

where $P$ is the number of (text) pixels of a node, $t_r$ is the relative threshold and $t_a$ is the absolute threshold (we set $t_r = 0.1$ and $t_a = 100$ as [40]). Then, the vectorial score in [39] consists of the following quantities:

- $N_s$: the number of segments,
- $N_{fa}$: the number of false-positives,
- $N_{ucomp}$: the number of under-segmented components (the number of significant edges that $\{T_j\}_{j=1}^M$ has minus $M$),
- $N_{oseg}$: the number of over-segmented components (the number of significant edges that $\{G_i\}_{i=1}^N$ has minus $N$),
- $P_{ucomp}$: $\frac{N_{ucomp}}{N_s}$ where $N_{ucomp}$ is the number of detected text-lines having more than one significant edge,
- $P_{comp}$: $\frac{N_{comp}}{N_s}$ where $N_{comp}$ is the number of ground truth text-lines having more than one significant edge,
- $P_{mcomp}$: $\frac{N_{mcomp}}{N_s}$ where $N_{mcomp}$ is the number of missed ground truth text-lines,
- $P_{o2o}$: $\frac{N_{o2o}}{N_s}$ where $N_{o2o}$ is the number of one-to-one matches.

Experimental results are summarized in Tab. II. As shown, the proposed method demonstrates good performance for several scores. Especially, the proposed method outperforms conventional methods in terms of $P_{ucomp}$ and $P_{comp}$. That is, our method exploits the state information in the bottom-up clustering and generates more complete text-lines than those generated by conventional methods (which use predefined merging rules). As can be seen in Tab. II, many methods (including the proposed method) yield a large number of false-positives. It is mainly because the ground truth annotations only contain text-lines in the main page and text-line detection results on the other page are considered as false-positives. As shown in Fig. 9-(b), many correctly detected lines are classified as false-positives, and we believe that it is not suitable to compare $N_{fa}$ directly. Compared with conventional methods, the proposed method shows relatively worse $P_{mcomp}$ values (many missing text-lines), since the proposed method detects texts based on their distribution properties and the method sometimes misses pages numbers (usually consisting of 3 digits).

B. Building a new dataset

Evaluations on the conventional dataset show that the proposed method compares favorably with conventional methods. However, the proposed method is developed to handle unconstrained camera-captured document images. In order to demonstrate the robustness of our method, we built a new dataset. The dataset consists of 86 images having 5,053 text-lines. In building the set, we tried to collect images of targets we typically encounter in our daily lives. As shown in Fig. 10, we also build ground truth annotation (corners of their bounding polygons) for each text-line and these annotations are stored in corresponding XML files. In building the ground truth, we instructed annotators to only draw boundaries for readable text-lines. However, for some ambiguous cases (usually, unfocused text on the background), we basically tried to annotate as many text-lines as possible.

C. Evaluation metric

In addition to the dataset building, an evaluation metric should be developed. In conventional cases such as [10, 20],

**TABLE II**

*Experimental results on the dataset [10]. The symbol † refers to the best setting for the dataset presented in Sec. VI-B.*
binary images are given and the evaluation was performed with a pixel-based metric. However, the text-line detection in natural images is rather similar to the scene text detection problem (where the algorithm needs to find regions corresponding to texts) and we adopt the a region-based metric (intersection-over-union metric) [9,41,42]. Specifically, when a ground truth text-line $G_i$ and a detected line $T_j$ satisfies

$$\frac{|R(G_i) \cap R(T_j)|}{|R(G_i) \cup R(T_j)|} \geq \kappa,$$

the pair is considered to be a one-to-one match. Here, $R(G_i)$ is an annotated region for $G_i$ (as shown in Fig. 10), and $R(T_j)$ is a corresponding region for $T_j$, which can be obtained by shifting the fitted polynomials in (20). We set a threshold $\kappa$ to 0.6 (0.5 is used in [9]). Finally, the performance is measured with three quantities (precision, recall, and F-measure):

$$p = \frac{o2o}{M}, \quad r = \frac{o2o}{N}, \quad F = \frac{2pr}{p+r}$$

where $o2o$ is the number of one-to-one matches, $N$ is the number of ground truth text-lines and $M$ is the number of detected text-lines.

D. Evaluation on the new dataset

We evaluated the proposed method on the new dataset and the precision-recall curve is shown in Fig. 11. The curve was plotted by changing $\alpha$ in (25) and $\tau$ in (26) respectively. Because parameter $\tau$ is a threshold used to determine whether or not a given candidate is a text-line, $\tau$ controls the precision and recall, while $\alpha$ controls the weight of the smoothness term. In other words, $\alpha = 0$ means that the classification is performed for each text-line independently, as in (24). As shown in Fig. 11, the smoothness term improves both the precision and recall ($\alpha > 0$). In terms of $F$, the proposed method shows the best performance when $\alpha = 0.06$: $p = 0.9526$, $r = 0.9139$, and $F = 0.9329$.

Four input and output pairs are shown in Fig. 12. The first and second columns show that the proposed method is able to handle relatively complex layouts and non-text regions, and it works for a range of scales. In practice, our method is able to handle 10 ~ 100 pixel (character) heights. The performance degrades when handling blurred and/or sparse text-lines. As shown in the third column, textblocks located around the bookbinding suffer from out-of-focus blurs, and the proposed method fails to detect four textblocks around the bookbinding. Also, the proposed method exploits the distribution patterns of text components, and it shows difficulties in detecting text-lines that only have a small number of characters. We believe this means that the proposed method is rather complementary to the scene text detection problem [15,17] that mainly focused on sparse (straight) text-lines. The last column in Fig. 12 shows the orientation-robustness of the proposed method. Although $(p, r) = (0.915, 0.901)$ is relatively low, a careful examination reveals that most of the focused text-lines are successfully detected.

E. Limitations of the proposed method

Although the proposed method is developed to handle a variety of inputs, it has several limitations. As shown in Fig. 13-(a) and (b), the method fails to handle tables in technical documents because periodic signals appear along both rows and columns in the tables, and the proposed method fails to estimate states [43]. Also, some text-lines are not well represented with low-order polynomials (e.g., 4-th order polynomials) as shown in Fig. 13-(c) and (d). Although the detection results in Fig. 13-(d) seem reasonably good, the quantitative result is $(p, r) = (0.25, 0.22)$ (only 2 one-to-one matches among 9 ground truth lines). In order to deal with such text-lines, we need to adopt more sophisticated models in the text-line representation. However, it should be noted that our polynomial models can cover most practical cases. In addition to the above problems, the method is based on the MSER algorithm and it also suffers from the limitations of MSERs: it has difficulties in handling cursive scripts and blurred texts.

We applied our method to other datasets (handwriting and page segmentation dataset [20,44]), and the proposed method showed poor performance for some cases (such as Fig. 13-(e) and (f)): the method has difficulties in handling touching characters and complex layouts. Since these datasets consist of challenging images, we believe dataset-specific knowledge should be exploited in order to show the state-of-the-art performances (e.g., no skews in images from [44] and no non-text components in images from [20]). Also, we applied our method to the scene text detection dataset [2]. However, as discussed in the previous section, the proposed method did not show good performance for detecting sparse and short text-lines (please note that the proposed method was developed to handle camera-captured document images). Result images can be found in our project page.

F. Discussions on scales

In the proposed method, we selected the scale level set $S$ in (5) to exploit the FFT algorithm. However, the set $S$ (roughly)
covers all possible scales in [12.8, 128]. For example, the Viola/Jones detector [45] scans an image at 11 scales, where each scale is 1.25 larger than the previous scale, and this is similar to our scale level set $S$. Moreover, the method works well for unconstrained camera-captured document images (showing diversities in resolutions, contents, fonts, and the number of columns).

The proposed method can be extended by using an image pyramid (we detect text-lines in multiple scales and integrate them by using the confidence measure). As shown in Fig. 14, this idea allows us to detect headlines whose height is larger than 100 pixels (the headline height in Fig. 14 is about 200 pixels). However, the proposed method still has difficulties in detecting headlines having a small number of characters.

G. Computation complexity

The proposed method takes an average of 10 seconds in handling $3264 \times 2448$ images that capture unfolded book surfaces as shown in Fig. 12-(a). The CC extraction takes about 1 second and the inference (the state estimation step) takes $6 \sim 7$ seconds. However, the complexity of the inference step is proportional to the number of CCs, and the method takes less than 5 seconds in handling the image in Fig. 12-(c) (which has a relatively small number of CCs).

VII. Conclusion

In this paper, we proposed a text-line detection method for unconstrained camera-captured document images. To develop this method, we adopted scale-selection ideas in document processing and CC-based approach in the scene text detection problem. The proposed method extracted CCs with the MSER algorithm and built text-line candidates by using the bottom-up clustering method. Although the bottom-up clustering has been commonly used in the literature, we developed a new clustering method that can handle arbitrarily oriented text-lines in a scale-robust manner. We evaluated our method on the conventional dataset and our method compared favorably with conventional methods. Also, we built a new challenging dataset and evaluated the proposed method on the set. In addition, our dataset and ground truth are publicly available on our website.
Fig. 14. By using an image pyramid, we can detect headlines as well as main texts.
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