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Abstract—Convolutional dictionary learning (CDL or sparsifying CDL) has many applications in image processing and computer vision. There has been growing interest in developing efficient algorithms for CDL, mostly relying on the augmented Lagrangian (AL) method or the variant alternating direction method of multipliers (ADMM). When their parameters are properly tuned, AL methods have shown fast convergence in CDL. However, the parameter tuning process is not trivial due to its data dependence and, in practice, the convergence of AL methods depends on the AL parameters for nonconvex CDL problems. To moderate these problems, this paper proposes a new practically feasible and convergent Block Proximal Gradient method using a Majorizer (BPG-M) for CDL. The BPG-M-based CDL is investigated with different block updating schemes and majorization matrix designs, and further accelerated by incorporating some unnecessary coefficient formulas and restarting techniques. All of the methods investigated incorporate a boundary artifacts removal (or, more generally, sampling) operator in the learning model. Numerical experiments show that, without needing any parameter tuning process, the proposed BPG-M approach converges more stably to desirable solutions of lower objective values than the existing state-of-the-art ADMM algorithm and its memory-efficient variant do. Compared with the ADMM approaches, the BPG-M method using a multi-block updating scheme is particularly useful in single-threaded CDL algorithm handling large data sets, due to its lower memory requirement and no polynomial computational complexity. Image denoising experiments show that, for relatively strong additive white Gaussian noise, the filters learned by BPG-M-based CDL outperform those trained by the ADMM approach.

Index Terms—Convolutional dictionary learning, convolutional sparse coding, block proximal gradient method, majorization matrix design, convergence guarantee.

I. INTRODUCTION

Adaptive sparse representations can model intricate redundancies of complex structured images in a wide range of applications. “Learning” sparse representations from large datasets, such as (sparsifying) dictionary learning, is a growing trend. Patch-based dictionary learning is a well-known technique for obtaining sparse representations of training signals [1]–[5]. The learned dictionaries from patch-based techniques have been applied to various image processing and computer vision problems, i.e., image inpainting, denoising, deblurring, compression, classification, etc. (see [1]–[5] and references therein). However, patch-based dictionary learning has three fundamental limitations. Firstly, learned basis elements often are shifted versions of each other (i.e., translation-variant dictionaries) and underlying structure of the signal may be lost, because each patch—rather than an entire image—is synthesized (or reconstructed) individually. Secondly, sparse representation for a whole image is highly redundant because neighboring and even overlapping patches are sparsified independently. Thirdly, using many overlapping patches across the training and test signals hinders using “big data”—i.e., training data with the large number of signals or high-dimensional signals; for example, see [6, §3.2] or Section VII-B—and discourages the learned dictionary from being applied to large-scale inverse problems, respectively.

Convolutional dictionary learning (CDL or sparsifying CDL), motivated by the perspective of modeling receptive fields in human vision [7], [8] and convolutional neural networks [9]–[11], can overcome the problems of patch-based dictionary learning [6], [12]–[22]. In particular, signals displaying translation invariance in any dimension (e.g., natural images and sounds) are better represented using a CDL approach [13]. In addition, CDL is a basic element in training deconvolutional neural networks [23]; its sparse coding step (e.g., see Section IV-B) is closely related to convolutional neural networks [24]. Learned convolutional dictionaries have been applied to various image processing and computer vision problems, e.g., image inpainting, denoising, classification, recognition, detection, etc. (see [6], [12]–[14], [18], [22]).

CDL in 2D (and beyond) has two major challenges. The first concern lies in its optimization techniques: 1) computational complexity, 2) and memory-inefficient algorithm (particularly augmented Lagrangian (AL) method), and 3) convergence guarantees. In terms of computational complexity, the most recent advances include algorithmic development with AL method (e.g., alternating direction method of multipliers, ADMM [25], [26]) [6], [14]–[21] and fast proximal gradient (FPG) method [27] (e.g., fast iterative shrinkage-thresholding algorithm, FISTA [28]). Although AL methods have shown fast convergence in [6], [14], and [18] (and faster than the continuation-type approach in [12] and [14]), they require tricky parameter tuning processes for acceleration and (stable)
convergence, due to their dependence on training data (specifically, preprocessing of training data, types of training data, and the number and size of training data and filters). In particular, in the AL frameworks, the number of AL parameters to be tuned increases as CDL models become more sophisticated, e.g., a) for the CDL model including a boundary truncation (or, more generally, sampling) operator [6], one needs to tune four additional AL parameters; b) for the CDL model using adaptive contrast enhancement (CDL-ACE), six additional AL parameters should be tuned [22]! The FPG method introduced in [27] is still not free from the parameter selection problem. The method uses a backtracking scheme because it is impractical to compute the Lipschitz constant of the tremendous-sized system matrix of 2D CDL. Another limitation of the AL approaches is that they require larger amount of memory as CDL models become more sophisticated (see examples above), because one often needs to introduce more auxiliary variables. This drawback can be particularly problematic for some applications, e.g., image classification [29], because their performance improves as the number of training images increases for learning filters [29, Fig. 3]. In terms of theoretical aspects, there exists no known convergence analysis (even for local convergence) noting that CDL is a nonconvex problem. Without a convergence theorem, it is possible that the iterates could diverge.

The second problem is boundary effects associated with the convolution operators. Bristow et al. [14] experimentally showed that neglecting boundary effects might be acceptable in learning small-sized filters under periodic boundary condition. However, this is not necessarily true as illustrated in [6, §4.2] with examples using 11-by-11 filters: high-frequency components still exist on image boundaries of synthesized images (i.e., \( \sum_k d_k \otimes z_{l,k} \) in (1)). Neglecting them can be unreasonable for learning larger filters or for general boundary conditions. As pointed out in [13], if one does not properly handle the boundary effects, the CDL model can be easily influenced by the boundary effects even if one uses non-periodic boundary conditions for convolutions (e.g., the reflective boundary condition [14, §2]). Specifically, the synthesis errors (i.e., the \( \ell^2 \) data fitting term in (1) without the truncation operator \( P_B \)) close to the boundaries might grow much larger compared to those in the interior, because sparse code pixels near the boundaries are convolved less than those in the interior. To remove the boundary artifacts, the formulation in [6] used a boundary truncation operator that was also used in image deblurring problem in [30] and [31]. The truncation operator is inherently considered in the local patch-based CDL framework [21]. In the big data setup, it is important to learn decent filters with less training data (but not necessarily decreasing the number of training signals—see above). The boundary truncation operator in [6], [30], and [31] can be generalized to a sampling operator that reduces the amount of each training signal [6, §4.3]. Considering the sampling operator, the CDL model in [6] learns filters leading better image synthesis accuracy than that without it, e.g., [14]; see Fig. 1.

In this paper, we consider the CDL model in [6] that avoids boundary artifacts or, more generally, incorporates sampling operators\(^1\) We propose a new practically feasible and convergent block proximal gradient (BPG [33]) algorithmic framework, called Block Proximal Gradient method using

\( \ast \)

\(^1\)We do not consider the boundary handling CDL model in [19, §3.1], because of its inconsistency in boundary conditions. Its constraint trick in [19, eq. (13)] casts zero-boundary on sparse codes [19, eq. (14)]; however, its CDL algorithm solves the model with the Parseval tricks [6, [14], [18] using periodic boundary condition. See more potential issues in [19, §3.1].
Majorizer (BPG-M), and accelerate it with two momentum coefficient formulas and two restarting techniques. For the CDL model [6], we introduce two block updating schemes within the BPG-M framework: a) two-block scheme and b) multi-block scheme. In particular, the proposed multi-block BPG-M approach has several benefits over the ADMM approach [6] and its memory-efficient variant (see below): 1) guaranteed local convergence (or global convergence if some conditions are satisfied) without difficult parameter tuning processes, 2) lower memory usage, 3) no polynomial computational complexity (particularly, no quadratic complexity with the number of training images), and 4) (empirically) reaching lower objective values. Specifically, for small datasets, the BPG-M approach converges more stably to a “desirable” solution of lower objective values with comparable computational time\(^2\) for larger datasets (i.e., datasets with the larger number of training images or larger sized training images), it stably converges to the desirable solution with better memory flexibility and/or lower computational complexity. Section III introduces the BPG-M, analyzes its convergence, and develops acceleration methods. Section IV applies the proposed BPG-M methods to two-block CDL. Section V proposes multi-block CDL using BPG-M that is particularly useful for single-thread computation. Sections IV–V include computationally efficient majorization matrices and efficient proximal mapping methods. Section VI summarizes CDL-ACE [22] and the corresponding image denoising model using learned filters. Section VII reports numerical experiments that show the benefits—convergence stability, memory flexibility, no polynomial (specifically, quadratic and cubic) complexity, and reaching lower objective values—of the BPG-M framework in CDL, and illustrate the effectiveness of a tight majorizer design and the accelerating schemes on BPG-M convergence rate in CDL. Furthermore, Section VII reports image denoising experiments that show, for relatively strong additive white Gaussian (AWGN) noise, i.e., SNR = 10 dB, the learned filters by BPG-M-based CDL improve image denoising compared to the filters trained by ADMM [6]. Throughout the paper, we compare the proposed BPG-M methods mainly to Heide et al.’s ADMM framework in [6] using their suggested ADMM parameters, and its memory-efficient variant applying the linear solver in [18, §III-B] to solve the sub-problem [6, (10)] (see Section VII-A.1 for details). These ADMM frameworks can be viewed as a theoretically stable block coordinate descent (BCD, e.g., [33]) method using two blocks if sufficient inner (i.e., ADMM) iterations are used to ensure descent for each block update, whereas methods that use a single inner iteration for each block update may not be guaranteed to descend—see, for example, [19, Fig. 2, AVA-MD].

II. CDL Model and Existing AL-Based Optimization Methods

The CDL problem corresponds to the following joint optimization problem \([6]\) (mathematical notations are provided in Appendix):

\[
\min_{\{d_k\}, \{z_l\}} \sum_{l=1}^{L} \frac{1}{2} \| y_l - P_B \left( \Phi^{-1} \text{diag}(\Phi P^T_S d_1) \Phi \right) \cdots \Phi^{-1} \text{diag}(\Phi P^T_S d_K) \Phi \right) z_l \|_2^2 + \alpha \| z_l \|_1 \\
\text{s.t.} \quad \| d_k \|_2^2 \leq 1, \quad k = 1, \ldots, K,
\]

where \(\{d_k \in \mathbb{C}^D : k = 1, \ldots, K\}\) is a set of synthesis convolutional filters to be learned, \(\{y_l \in \mathbb{C}^N : l = 1, \ldots, L\}\) is a set of training data, \(\odot\) denotes a circular convolution operator, \(\{z_l, k \in \mathbb{C}^N : l = 1, \ldots, L, k = 1, \ldots, K\}\) is a set of sparse codes, \(P_B \in \mathbb{C}^{N \times N}\) is a projection matrix with \(|B| = \hat{N}\) and \(\hat{N} < \tilde{N}\), and \(B\) is a list of distinct indices from the set \(\{1, \ldots, \hat{N}\}\) that correspond to truncating the boundaries of the padded convolution \(\sum_{k=1}^{K} d_k \odot z_l, k\). Here, \(D\) is the filter size, \(K\) is the number of convolution operators, \(N\) is the dimension of training data, \(\hat{N}\) is the dimension after convolution with padding,\(^3\) and \(L\) is the number of training images. Note that \(D\) is much smaller than \(\hat{N}\) in general.

Using Parseval’s relation [6], [14], [16], [17], problem (1) is equivalent to the following joint optimization problem in the frequency domain:

\[
\min_{\{d_k\}, \{\tilde{z}_l\}} \sum_{l=1}^{L} \frac{1}{2} \| y_l - Pu \left( \Phi^{-1} \text{diag}(\Phi P^T_S d_1) \Phi \right) \cdots \Phi^{-1} \text{diag}(\Phi P^T_S d_K) \Phi \right) \tilde{z}_l \|_2^2 + \alpha \| \tilde{z}_l \|_1 \\
\text{s.t.} \quad \| d_k \|_2^2 \leq 1, \quad k = 1, \ldots, K,
\]

where \(\Phi\) denotes the \(\hat{N}\)-point 2D (unnormalized) discrete Fourier transform (DFT), \(P^T_S \in \mathbb{C}^{N \times D}\) is zero-padding matrix, \(S\) is a list of indices that correspond to a small support of the filter with \(|S| = D\) (again, \(D \ll \hat{N}\)), where \(\tilde{z}_l = \left[z_{l,1}^H, \ldots, z_{l,K}^H\right]^H \in \mathbb{C}^{K \hat{N}}\), and \(\{\tilde{z}_l, k \in \mathbb{C}^{\hat{N}} : l = 1, \ldots, L, k = 1, \ldots, K\}\) denotes sparse codes. In general, \((\cdot)^H\) and \((\cdot)\) denote a padded signal vector and a transformed vector in frequency domain, respectively.

AL methods are powerful, particularly for non-smooth optimization. An AL method was first applied to CDL with Parseval’s theorem in [14], but without handling boundary artifacts. In [6], ADMM was first applied to solve (1). A similar spatial domain ADMM framework was introduced in [18] and [19]. These AL methods alternate between updating the dictionary \(\{d_k\}\) (the filters) and updating the sparse codes \(\{\tilde{z}_l\}\) (i.e., a two-block update), using AL (or ADMM) methods for each inner update. In [6], each filter and sparse code update consists of multiple iterations before switching to the other, whereas [14], [18] explored merging all the updates into a single set

\(^2\)Throughout the paper, “desirable” solutions mean that 1) the learned filters capture structures of training images; 2) the corresponding sparse codes are sufficiently sparse; 3) the filters and sparse codes can properly synthesize training images through convolutional operators.

\(^3\)The convolved signal has size of \(\hat{N} = (N_h + K_h - 1) \times (N_w + K_h - 1)\), where the original signal has size \(N = N_h \times N_w\), the filter has size \(K = K_h \times K_w\), and \(w\) and \(h\) denote the width and height, respectively.
of iterations. This single-set-of-iterations scheme based on AL method can be unstable because each filter and sparse code update no longer ensures monotone descent of the cost function. To improve its stability, one can apply the increasing ADMM parameter scheme [14, eq. (23)], the adaptive ADMM parameter selection scheme controlling primal and dual residual norms [25, §3.4.1], [18, §III-D], or interleaving schemes [14, Algorithm 1], [18, §V-B], [19]. However, it is difficult to obtain theoretical convergence guarantees (even for local convergence) for the AL algorithms using the single-set-of-iterations scheme; in addition, the techniques for reducing instability further complicate theoretical guarantees.

The following section introduces a practical BPG-M method consisting of a single set of updates that guarantees convergence for solving multi-convex problems like CDL.

III. CONVERGENT FAST BPG-M AND ADAPTIVE RESTARTING

A. BPG-M – Setup

Consider the optimization problem

$$\min_{x \in \mathcal{X}} F(x_1, \ldots, x_B) := f(x_1, \ldots, x_B) + \sum_{b=1}^{B} r_b(x_b)$$  \hspace{1cm} (3)

where variable $x$ is decomposed into $B$ blocks $x_1, \ldots, x_B$, the set $\mathcal{X}$ of feasible points is assumed to be closed and block multi-convex subset of $\mathbb{R}^n$, $f$ is assumed to be a differentiable and block multi-convex function, and $r_b$ are extended-value functions for $b = 1, \ldots, B$. A set $\mathcal{X}$ is called block multi-convex if its projection to each block of variable is convex, i.e., for each $b$ and any fixed $B-1$ blocks $x_1, \ldots, x_{b-1}, x_{b+1}, \ldots, x_B$, the set

$$\mathcal{X}_b(x_1, \ldots, x_{b-1}, x_{b+1}, \ldots, x_B) := \{x_b \in \mathbb{R}^n : x_1, \ldots, x_{b-1}, x_{b+1}, \ldots, x_B \in \mathcal{X}\}$$

is convex. A function $f$ is called block multi-convex if for each $b$, $f$ is a convex function of $x_b$, when all the other blocks are fixed. In other words, when all blocks are fixed except one block, (3) over the free block is a convex problem. Extended-value means $r_b(x) = \infty$ if $x_b \notin \text{dom}(r_b)$, for $b = 1, \ldots, B$. In particular, $r_b$ can be indicator functions of convex sets. We use $r_1, \ldots, r_B$ to enforce individual constraints of $x_1, \ldots, x_B$, when they are present. Importantly, $r_b$ can include nonsmooth functions.

In this paper, we are particularly interested in adopting the following quadratic majorizer (i.e., surrogate function) model of the composite function $\varphi(u) = \varrho_1(u) + \varrho_2(u)$ at a given point $v$ to the block multi-convex problem (3):

$$\tilde{\varrho}_M(u, v) = \varphi_M(u; v) + \varrho_2(u),$$

$$\varrho_M(u; v) = \varrho_1(v) + \langle \nabla \varrho_1(v), u - v \rangle + \frac{1}{2} \| u - v \|_M^2$$  \hspace{1cm} (4)

where $\varrho_1(u)$ and $\varrho_2(u)$ are two convex functions defined on the convex set $\mathcal{U}$, $\varrho_1(u)$ is differentiable, the majorizer $\varrho_M(u; v)$ satisfies the following two conditions

$$\varrho_1(v) = \varphi_M(v; v) \quad \text{and} \quad \varrho_1(u) \leq \varphi_M(u; v), \quad \forall u \in \mathcal{U}, \forall v,$$

and $M = M^T > 0$ is so-called majorization matrix. The majorizer $\tilde{\varrho}_M(u, v)$ has the following unique minimizer

$$u^* = \arg\min_{u \in \mathcal{U}} \frac{1}{2} \| u - \left( v - M^{-1} \nabla \varrho_1(v) \right) \|_M^2 + \varrho_2(u).$$

Note that decreasing the majorizer $\tilde{\varrho}_M(u, v)$ ensures a monotone decrease of the original cost function $\varphi(u)$. For example, a majorizer for $\varrho_1(u) = 1/2 \| y - Au \|_2^2$ is given by

$$\psi_M(u; v) = \frac{1}{2} \| u - \left( v - M^{-1} A^T (Av - y) \right) \|_{M^{-1}}^2,$$  \hspace{1cm} (5)

where $A \in \mathbb{R}^{m \times n}$ and $M \in \mathbb{R}^{n \times n}$ is any majorization matrix for the Hessian $A^T A$ (i.e. $M \succeq A^T A$). Other examples include when $\varrho_1$ has Lipschitz-continuous gradient, or $\varrho_1$ is twice continuously differentiable and can be approximated with a majorization matrix $M > 0$ for the Hermitian $\nabla^2 \varrho_1(u) \succeq 0, \forall u \in \mathcal{U}$.

Based on majorizers of the form (4), the proposed method, BPG-M, is given as follows. To solve (3), we minimize $F$ cyclically over each block $x_1, \ldots, x_B$, while fixing the remaining blocks at their previously updated values. Let $x_b^{(i+1)}$ be the value of $x_b$ after its $i$th update, and

$$f_b^{(i)}(x_b) := f(x_1^{(i)}, \ldots, x_{b-1}^{(i)}, x_b^{(i)}, x_{b+1}^{(i)}, \ldots, x_B^{(i)}),$$

for all $b, i$. At the $b$th step of the $i$th iteration, we consider the updates

$$x_b^{(i+1)} = \arg\min_{x_b \in \mathcal{X}_b^{(i)}} \left( \| \nabla f_b^{(i)}(x_b) \|_2 + r_b(x_b) \right)$$

$$= \arg\min_{x_b \in \mathcal{X}_b^{(i)}} \left\{ \frac{1}{2} \| x_b - (M_b^{(i)})^{-1} \nabla f_b^{(i)}(x_b) \|_{M_b^{(i)}}^2 + r_b(x_b) \right\},$$

where

$$x_b^{(i)} = x_b^{(i-1)} + W_b^{(i)} \left( x_b^{(i+1)} - x_b^{(i-1)} \right),$$

$$\mathcal{X}_b^{(i)} = \mathcal{X}_b(x_1^{(i+1)}, \ldots, x_{b-1}^{(i+1)}, x_{b+1}^{(i+1)}, \ldots, x_B^{(i+1)}),$$

$\nabla f_b^{(i)}(x_b)$ is the block-partial gradient of $f$ at $x_b^{(i)}$, $M_b^{(i)} \in \mathbb{R}^{n_b \times n_b}$ is a symmetric positive definite majorization matrix of $\nabla f_b^{(i)}(x_b)$, and the proximal operator is defined by

$$\text{Prox}_r(y; M) := \arg\min_{x} \frac{1}{2} \| x - y \|_M^2 + r(x).$$

The $\mathbb{R}^{n_b \times n_b}$ matrix $W_b^{(i)} \succeq 0$, upper bounded by (9) below, is an extrapolation matrix that significantly accelerates convergence, in a similar manner to the extrapolation weight introduced in [33]. Algorithm 1 summarizes these updates.

B. BPG-M – Convergence Analysis

This section analyzes the convergence of Algorithm 1 under the following assumptions.
Algorithm 1 Block Proximal Gradient Method Using a Majorizer \( \{M_b : b = 1, \ldots, B\} \) (BPG-M)

 Require: \( \{x_b^{(1)} = x_b^{(0)} : b = 1, \ldots, B\} \), \( i = 1 \)
 while a stopping criterion is not satisfied do
 for \( b = 1, \ldots, B \) do
 Calculate \( M_b^{(i)}, W_b^{(i)} \) for \( f_b^{(i)}(x_b) \) in (6)
 \( \bar{x}_b^{(i)} = x_b^{(i)} + W_b^{(i)}(\bar{x}_b^{(i)} - x_b^{(i-1)}) \)
 \( x_b^{(i+1)} = \text{Prox}_{\epsilon_b}(\bar{x}_b^{(i)} - (M_b^{(i)})^{-1} \nabla f_b^{(i)}(x_b^{(i)}); M_b^{(i)}) \)
 end for
 \( i = i + 1 \)
 end while

Assumption 1) \( F \) in (3) is continuous in \( \text{dom}(F) \) and \( \inf_{x \in \text{dom}(F)} F(x) > -\infty \), and (3) has a Nash point (see Definition 3.1).

Assumption 2) The majorization matrix \( M_b^{(i)} \) obeys \( \beta I \preceq M_b^{(i)} \preceq M_b \) with \( \beta > 0 \) and a nonsingular matrix \( M_b \), and

\[
f_b^{(i)}(x_b^{(i+1)}) \leq f_b^{(i)}(\bar{x}_b^{(i)}) + (\nabla f_b^{(i)}(\bar{x}_b^{(i)}), x_b^{(i+1)} - \bar{x}_b^{(i)}) + \frac{1}{2} \|x_b^{(i+1)} - \bar{x}_b^{(i)}\|_{M_b^{(i)}}^2. \tag{7}
\]

Assumption 3) The majorization matrices \( M_b^{(i)} \) and extrapolation matrices \( W_b^{(i)} \) are diagonalized by the same basis, \( W_i \).

The CDL problem (1) or (2) straightforwardly satisfies the continuity and the lower-boundedness of \( F \) in Assumption 1. To show this, consider that 1) the sequence \( \{d_k^{(i+1)}\} \) is in the bounded set \( D = \{d_k : \|d_k\|_2 \leq 1, k = 1, \ldots, K\} \); 2) the positive regularization parameter \( \alpha \) ensures that the sequence \( \{x_b^{(i+1)}\} \) (or \( \{x_b^{(i+1)}\} \)) is bounded (otherwise the cost would diverge). This applies to both the two-block and the multi-block BPG-M frameworks; see Section IV and V, respectively.

Note that one must carefully design \( M_b^{(i+1)} \) to ensure that Assumption 2 is satisfied; Sections IV-A.1 and IV-B.1 describe our designs for CDL. Using a tighter majorization matrix \( M_b^{(i)} \) (i.e., tighter bound in (7)) is expected to accelerate the algorithm [34, Lemma 1]. Some examples that satisfy Assumption 3 include diagonal and circulant matrices (that are decomposed by canonical and Fourier basis, respectively).

Assumptions 1–2 guarantee sufficient decrease of the objective function values.

We now recall the definition of a Nash point (or block coordinate-wise minimizer):

Definition 3.1 (A Nash Point [33, (2.3)–(2.4)]). A Nash point (or block coordinate-wise minimizer) \( \bar{x} \) is a point satisfying the Nash equilibrium condition. The Nash equilibrium condition of (3) is

\[
F(\bar{x}_1, \ldots, \bar{x}_{b-1}, \bar{x}_b, \bar{x}_{b+1}, \ldots, \bar{x}_B) \\
\leq F(\bar{x}_1, \ldots, \bar{x}_{b-1}, x_b, \bar{x}_{b+1}, \ldots, \bar{x}_B), \quad \forall x_b \in \bar{x}_b, b \in [B],
\]

which is equivalent to the following condition:

\[
(\nabla f_b(\bar{x}_b) + \bar{g}_b, x_b - \bar{x}_b) \geq 0, \quad \text{for all } x_b \in \bar{x}_b \text{ and for some } \bar{g}_b \in \partial \bar{r}_b(\bar{x}_b), \tag{8}
\]

where \( \bar{x}_b = \lambda_b(\bar{x}_1, \ldots, \bar{x}_{b-1}, \bar{x}_{b+1}, \ldots, \bar{x}_B) \) and \( \partial \bar{r}(x_b) \) is the limiting subdifferential (see [35, §1.9], [36, §8]) of \( r \) at \( x_b \).

In general, the Nash equilibrium condition (8) is weaker than the first-order optimality condition. For problem (3), a Nash point is not necessarily a critical point, but a critical point must be a Nash point [33, Remark 2.2]. This property is particularly useful to show convergence of limit points to a critical point, if one exists; see Remark 3.4.

Proposition 3.2 (Square Summability of \( \|x^{(i+1)} - x^{(i)}\|_2 \)). Under Assumptions 1–3, let \( \{x^{(i+1)}\} \) be the sequence generated by Algorithm 1 with

\[
0 \leq W_b^{(i)} \leq \delta (M_b^{(i)})^{-1/2} (M_b^{(i-1)})^{1/2} \tag{9}
\]

for \( \delta < 1 \) for all \( b = 1, \ldots, B \) and \( i \). Then

\[
\sum_{i=1}^{\infty} \|x^{(i+1)} - x^{(i)}\|_2^2 < \infty.
\]

Proof: See Section S.II of the supplementary material.

Proposition 3.2 implies that

\[
\|x^{(i+1)} - x^{(i)}\|_2^2 \to 0. \tag{10}
\]

Theorem 3.3 (A Limit Point Is a Nash Point). If the assumptions in Proposition 3.2 hold, then any limit point of \( \{x^{(i)}\} \) is a Nash point, i.e., it satisfies (8).

Proof: See Section S.III of the supplementary material.

Remark 3.4. Theorem 3.3 implies that, if there exists a stationary point for (3), then any limit point of \( \{x^{(i)}\} \) is a stationary point. One can further show global convergence under some conditions: if \( \{x^{(i)}\} \) is bounded and the stationary points are isolated, then \( \{x^{(i)}\} \) converges to a stationary point [33, Corollary 2.4].

We summarize some important properties of the proposed BPG-M in CDL:

Summary 3.5. The proposed BPG-M approach exploits a majorization matrix rather than using a Lipschitz constant; therefore, it can be practically applied to CDL without any parameter tuning process (except the regularization parameter). The BPG-M guarantees the local convergence in (1) or (2), i.e., if there exists a critical point, any limit point of the BPG-M sequence is a critical point (it also guarantees the global convergence if some further conditions are satisfied; see Remark 3.4 for details). Note that this is the first convergence guarantee in CDL. The convergence rate of the BPG-M method depends on the tightness of the majorization matrix (4); see, for example, Fig. 2. The next section describes variants of BPG-M that further accelerate its convergence.

4Given a feasible set \( X \), a point \( \bar{x} \in \text{dom}(f) \cup X \) is a critical point (or stationary point) of \( f \) if \( f'(\bar{x}; d) = 0 \) for any feasible direction \( d \) at \( \bar{x} \), where \( f'(\bar{x}; d) \) denotes directional derivative (\( f'(\bar{x}; d) = d^T \nabla f(x) \) for differentiable \( f \)). If \( x \) is an interior point of \( X \), then the condition is equivalent to \( 0 \in \partial F(\bar{x}) \).

5Due to the difficulty of checking the isolation condition, Xu & Yin [33] introduced a better tool to show global convergence based on Kurdyka-Łojasiewicz property.
C. Restarting Fast BPG-M

This section proposes a technique to accelerate BPG-M. By including 1) a momentum coefficient formula similar to those used in FPG methods [28], [37], [38], and 2) an adaptive momentum restarting scheme [39], [40], this section focuses on computationally efficient majorization matrices, e.g., diagonal or circulant majorization matrices.

Similar to [5], we apply some increasing momentum-coefficient formulas \( w(i) \) to the extrapolation matrix updates \( W^{(i)}_b \) in Algorithm 1:

\[
\begin{align*}
\theta(i) &= \frac{\theta(i-1) - 1}{\theta(i)}, \quad \phi(i) = \frac{1 + \sqrt{1 + 4(\theta(i-1))^2}}{2}, \quad \text{or} \quad (11) \\
\theta(i) &= \frac{i + 2}{2}. \quad \text{(12)}
\end{align*}
\]

These choices guarantee fast convergence of FPG in [38] and [28]. The momentum coefficient update rule in (11) was applied to block coordinate updates in [33], [41]. For diagonal majorization matrices \( M^{(i)}_b, M^{(i-1)}_b \), the extrapolation matrix update is given by

\[
\begin{align*}
\left( W^{(i)}_b \right)_{j,j} &= \delta \cdot \min \left\{ w(i), \left( \left( M^{(i-1)}_b \right)^{-1} M^{(i-1)}_b \right)^{1/2} \right\}, \quad (13)
\end{align*}
\]

where \( \delta < 1 \) appeared in (9), for \( j = 1, \ldots, n \). (Alternatively, \( (W^{(i)}_b)_{j,j} = \min\{w(i), \delta((M^{(i-1)}_b)^{-1} M^{(i-1)}_b)^{1/2}\} \). For circulant majorization matrices \( M^{(i)}_b = \Phi^{H}_{n_b} \text{diag}(m^{(i)}_b) \Phi_{n_b}, M^{(i-1)}_b = \Phi^{H}_{n_b} \text{diag}(m^{(i-1)}_b) \Phi_{n_b} \), we have the extrapolation matrix updates as follows:

\[
\begin{align*}
W^{(i)}_b &= \left( \Phi^{H}_{n_b} \right)^{1/2} \hat{W}^{(i)}_b \Phi^{1/2}_{n_b}, \quad (14)
\end{align*}
\]

where \( \Phi_{n_b} \) is a unitary DFT matrix of size \( n_b \times n_b \) and \( \hat{W}^{(i)}_b \in \mathbb{R}^{n_b \times n_b} \) is a diagonal matrix with entries

\[
\begin{align*}
\left( \hat{W}^{(i)}_b \right)_{j,j} &= \delta \cdot \min \left\{ w(i), \left( \left( m^{(i-1)}_{b,j} \right)^{-1} m^{(i-1)}_{b,j} \right)^{1/2} \right\},
\end{align*}
\]

for \( j = 1, \ldots, n_b \). We refer to BPG-M combined with the modified extrapolation matrix updates (13)–(14) using momentum coefficient formulas (11)–(12) as Fast BPG-M (FBP-M). Note that convergence of FBP-M is guaranteed because (9) in Proposition 3.2 still holds.

To further accelerate FBP-M, we apply the adaptive momentum restarting scheme introduced in [39] and [40]. This technique restarts the algorithm by resetting the momentum back to zero and taking the current iteration as the new starting point, when a restarting criterion is satisfied. The nonmonotonicity restarting scheme (referred to reO) can be used to make whole objective non-increasing [5], [39], [40]. The restarting criterion for this method is given by

\[
\begin{align*}
F(\bar{x}_1, \ldots, \bar{x}_{b-1}, \bar{x}_b, \ldots, \bar{x}_B) \\
\leq F(\tilde{x}_1, \ldots, \tilde{x}_{b-1}, x_b, \tilde{x}_{b+1}, \ldots, \tilde{x}_B), \quad \forall x_b \in \bar{x}_b, b \in [B],
\end{align*}
\]

However, evaluating the objective in each iteration is computationally expensive and can become an overhead as one increases the number of filters and the size of training datasets.

\[\text{Algorithm 2 Restarting Fast Block Proximal Gradient Using a Diagonal Majorizer \{M_b : b = 1, \ldots, B\} and Gradient-Mapping Scheme (reG-FBP-M)}\]

\[\text{Require: \{x}^{(i)}_b = x^{(i)}_b : b = 1, \ldots, B\}, \theta^{(i)} = \theta^{(0)} = 1, \quad \delta \in (0,1), \omega \in [-1,0], \ i = 1\]

\[\text{while a stopping criterion is not satisfied do} \]

\[\text{Update w(i) using either (11) or (12) for b = 1, \ldots, B do} \]

\[\text{Calculate } M^{(i)}_b \text{ for } f_b^{(i)}(x) \text{ in (6)} \]

\[\text{Calculate } W^{(i)}_b \text{ by (13) with } M^{(i)}_b, M^{(i-1)}_b, w(i) \]

\[\hat{x}^{(i+1)}_b = x^{(i)}_b + W^{(i)}_b \left( x^{(i)}_b - x^{(i-1)}_b \right) \]

\[x^{(i+1)}_b = \text{Prox}_{\rho b} \left( x^{(i)}_b - M^{(i)}_b \right)^{-1} \nabla f^{(i)}_b(\hat{x}^{(i)}_b; \hat{x}^{(i)}_b) \right) > \omega \]

\[\text{end if} \]

\[\text{end for} \]

\[i = i + 1 \]

\[\text{end while} \]

Therefore, we introduce a gradient-mapping scheme (referred to reG) that restarts the algorithm when the following criterion is met:

\[\text{cos} \left( \theta \left( M^{(i)}_b \left( x^{(i)}_b - x^{(i+1)}_b \right), x^{(i+1)}_b - x^{(i)}_b \right) > \omega \right), \quad (16)\]

where the angle between two nonzero real vectors \( \vartheta \) and \( \vartheta' \) is

\[\Theta(\vartheta, \vartheta') := \frac{\langle \vartheta, \vartheta' \rangle}{\| \vartheta \|_2 \| \vartheta' \|_2}, \]

and \( \omega \in [-1,0] \). The gradient-mapping scheme restarts the algorithm whenever the momentum, i.e., \( x^{(i+1)}_b - x^{(i)}_b \), is likely to lead the algorithm in a bad direction, as measured by the gradient mapping (which is a generalization of the gradient, i.e., \( M^{(i)}_b (x^{(i)}_b - x^{(i+1)}_b) \)) at the \( x^{(i+1)}_b \)-update. The gradient-mapping criterion (16) is a relaxed version of the gradient-based restarting technique introduced in [39] and [40]. Compared to those in [39] and [40], the relaxed criterion often provides a faster convergence at the early iterations in practice [42].

To solve the multi-convex optimization problem (2), we apply Algorithm 2, promoting stable and fast convergence. We minimize (2) by the proposed BPG-M using the two-block and multi-block schemes; see Section IV and Section V, respectively—each section presents efficiently computable separable majorizers and introduces efficient proximal mapping methods.

IV. CONVERGENT CDL: FBPG-M WITH TWO-BLOCK UPDATE

Based on the FBPG-M method in the previous section, we first solve (2) by the two-block scheme, i.e., similar to the AL methods, we alternatively update filters \( \{d_k : k = \)
1, . . . , K] and sparse codes [zi : i = 1, . . . , L]. The two-block scheme is particularly useful with parallel computing, because proximal mapping problems are separable (see Sections IV-A.2 and IV-B.2) and some majorization matrices computations are parallelizable.

A. Dictionary (Filter) Update

1) Separable Majorizer Design: Using the current estimates of the {zi : i = 1, . . . , L}, the filter update problem for (2) is given by

\[
\min \left\{ \frac{1}{2} \sum_{l=1}^{L} y_l - P_B \left[ \Phi^{-1} \text{diag}(\Phi P_S^T d_l) \Phi \right. \right.
\]

\[
\left. \cdots \Phi^{-1} \text{diag}(\Phi P_S^T d_k) \Phi \right] z_i \right\}^2
\]

s.t. \( \|d_k\|_2^2 \leq 1, \quad k = 1, \ldots, K, \)

which can be rewritten as follows:

\[
\min \left\{ \frac{1}{2} \left[ \begin{array}{c}
\left| y_1 \right| \\
\vdots \\
\left| y_L \right|
\end{array} \right] - \Psi \left[ \begin{array}{c}
d_1 \\
\vdots \\
\vdots \\
\vdots \\
\left| d_K \right|
\end{array} \right] \right\}^2
\]

s.t. \( \|d_k\|_2^2 \leq 1, \quad k = 1, \ldots, K, \)

where

\[
\Psi := (I_L \otimes P_B \Phi^{-1}) \hat{Z} (I_K \otimes \Phi P_S^T),
\]

and \( \hat{Z} := \text{diag}(\hat{z}_{1,1}) \cdots \text{diag}(\hat{z}_{1,K}) \)

\[
\dot{Z} := \left[ \begin{array}{c}
\text{diag}(\hat{z}_{1,1}) \\
\vdots \\
\vdots \\
\vdots \\
\text{diag}(\hat{z}_{L,1}) \cdots \text{diag}(\hat{z}_{L,K})
\end{array} \right].
\]

We now design block separable majorizer for the Hessian matrix \( \text{cost function} \) in (17). Using \( \Phi^{-1} P_B P_B \Phi^{-1} \preceq \hat{Z} \) and \( \Phi H = \tilde{\Phi} H^{-1} \), \( \Psi^H \Phi \) is bounded by

\[
\Psi^H \Phi \leq \left( I_K \otimes P_S \Phi^{-1} \right) \tilde{\Phi}^H \tilde{\Phi} H \left( I_K \otimes \Phi P_S^T \right) = \left( I_K \otimes P_S \right) Q_H^U Q_M \left( I_K \otimes \Phi P_S^T \right)
\]

where \( \tilde{\Phi}^H \tilde{\Phi} \) is given according to (19), \( Q_H^U Q_M \) is a block matrix with submatrices \( \{Q_H^U Q_M\}_{k,k'} \in \mathbb{C}^{\tilde{N}_K \times \tilde{N}_K} \) and \( k, k' = 1, \ldots, K \):

\[
\{Q_H^U Q_M\}_{k,k'} := \Phi^{-1} \sum_{l=1}^{L} \text{diag}(\hat{z}_{l,k} \circ \hat{z}_{l,k'}).\Phi
\]

Based on the bound (20), our first diagonal majorization matrix for \( \Psi^H \Phi \) is given as follows:

Lemma 4.1 (Block Diagonal Majorization Matrix \( M_M \) with Diagonals I). The following block diagonal matrix \( M_M \) in \( \mathbb{R}^{K_D \times K_D} \) with diagonal blocks satisfies \( M_M \geq \Psi^H \Phi \):

\[
M_M = \text{diag} \left( \{I_K \otimes P_S\} |Q_H^U Q_M| \left( I_K \otimes P_S^T \right) 1_{K_D} \right),
\]

where \( Q_H^U Q_M \) is defined in (21) and \( |A| \) denotes the matrix consisting of the absolute values of the elements of \( A \).

Proof: See Section S.V-A of the supplementary material.
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dataset). As the majorizer changes from M-(i) to M-(iv), we expect to have
a tighter majorizer of the Hessian. (See Table I for details of majorization
matrix design.) As expected, tighter majorizers lead to faster convergence.

The majorization matrix designs in Lemma 4.3 and 4.4 reduce the number of
operations \(O(K^2 N \log N)\) to \(O(K \tilde{N} \log \tilde{N})\), respectively. If parallel computing is
applied over \(k = 1, \ldots, K\), each thread requires \(O(N)\) and
\(O(N \log N)\) operations for Lemma 4.3 and 4.4, respectively. However, the majorization
matrix in Lemma 4.1 is tighter than those in Lemma 4.3–4.4 because those in
Lemma 4.3–4.4 are designed based on another bound. Fig. 2 verifies that the tighter majorizer leads to faster convergence. Table II summarizes these results.

2) Proximal Mapping: Because all of our majorization
matrices are block diagonal, using (5) the proximal mapping problem (17) simplifies to separate problems for each filter:

\[
d_k^{(i+1)} = \arg \min_{d_k} \frac{1}{2} \|d_k - v_k^{(i)}\|^2_{M_{\psi}^{(i)}} \quad \text{s.t. } \|d_k\|^2_2 \leq 1, \quad k = 1, \ldots, K,
\]

where

\[
v^{(i)} = \bar{d}^{(i)} - \left( M_{\psi}^{(i)} \right)^{-1} \left( \psi^{(i)} \right)^H \left( \psi^{(i)} \bar{d}^{(i)} - y \right),
\]
we construct \(\psi^{(i)}\) using (18) with updated sparse codes \(\tilde{z}_l^{(i)} : l = 1, \ldots, L\), \(M_{\psi}^{(i)}\) is a designed block diagonal majorization matrix for \(\psi^{(i)}\), \(y\) is a concatenated vector with \(\{y_l\}\), and \(\bar{v}^{(i)}\) is a concatenated vector with \(\{v_l^{(i)}\} \in \mathbb{R}^K : k = 1, \ldots, K\). When \(\{M_{\psi}^{(i)}\}_{k,k}\) is a scaled identity matrix (i.e., Lemma 4.3), the optimal solution is simply the projection
\(v_k^{(i)}\) onto the \(l^2\) unit ball. If \(\{M_{\psi}^{(i)}\}_{k,k}\) is a diagonal matrix (Lemma 4.1 and 4.4), the proximal mapping requires an iterative scheme. We apply accelerated Newton’s method to efficiently obtain the optimal solution to (24); see details in Section S.VI.

B. Sparse Code Update

1) Separable Majorizer Design: Given the current estimates of the \(\{\lambda_k = \Phi P \tilde{d}_k : k = 1, \ldots, K\}\), the sparse code update problem for (2) becomes \(L\) separate optimization problems:

\[
\min_{\bar{z}} \frac{1}{2} \|y - \Gamma \bar{z}\|^2_2 + a \|\bar{z}\|_0,
\]

for \(l = 1, \ldots, L\), where

\[
\Gamma := P_B \left[ \Phi^{-1} \text{diag}(\lambda_1) \Phi \cdots \Phi^{-1} \text{diag}(\lambda_K) \Phi \right].
\]

We now seek a block separable majorizer for the Hessian matrix \(\Gamma H \Gamma \in \mathbb{C}^{NK \times NK}\) of the quadratic term in (25). Using \(\Phi^{-H} P_B P_B^T \Phi^{-1} \lesssim \tilde{N}^{-1} I\) and \(\Phi H = \tilde{N} \Phi^{-1}\), \(\Gamma H \Gamma\) is bounded as follows:

\[
\Gamma H \Gamma \preceq \left( I_K \otimes \Phi^{-1} \right) \Lambda^H \Lambda (I_K \otimes \Phi) = Q^H_{\bar{\Gamma}} Q_{\bar{\Gamma}}
\]

where \(\Lambda^H \Lambda\) is given according to

\[
\Lambda := \left[ \text{diag}(\lambda_1), \ldots, \text{diag}(\lambda_K) \right],
\]

and \(Q_{\bar{\Gamma}}^H Q_{\bar{\Gamma}} \in \mathbb{C}^{NK \times NK}\) is a block matrix with submatrices \(\{Q_{\bar{\Gamma}}^H Q_{\bar{\Gamma}}_{l,k,k'} \in \mathbb{C}^{\tilde{N} \times \tilde{N}} : k, k' = 1, \ldots, K\}:

\[
\{Q_{\bar{\Gamma}}^H Q_{\bar{\Gamma}}_{l,k,k'} = \Phi^{-1} \text{diag}(\lambda_k' \otimes \lambda_{k'}') \Phi\}.
\]

The following lemma describes our first diagonal majorization
matrix for \(\Gamma H \Gamma\).

<table>
<thead>
<tr>
<th>Majorizer names</th>
<th>Majorizer matrix for filter updates</th>
<th>Majorizer matrix for sparse coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-(i), two-block</td>
<td>Lemma 4.3</td>
<td>Lemma 4.7</td>
</tr>
<tr>
<td>M-(ii), two-block</td>
<td>Lemma 4.4</td>
<td>Lemma 4.7</td>
</tr>
<tr>
<td>M-(iii), two-block</td>
<td>Lemma 4.4</td>
<td>Lemma 4.5</td>
</tr>
<tr>
<td>M-(iv), two-block</td>
<td>Lemma 4.1</td>
<td>Lemma 4.5</td>
</tr>
<tr>
<td>M-(v), multi-block</td>
<td>Lemma 5.1</td>
<td>Lemma 5.2</td>
</tr>
</tbody>
</table>

\(^1\) The non-monotonicity restarting scheme based on the objective is referred to as reO. The gradient-mapping restarting scheme is referred to as reG.

Table I: Name Conventions for BPG-M Algorithms and Majorization Matrix Designs
Lemma 4.5 (Block Diagonal Majorization Matrix \( M_{\Gamma} \) with Diagonals I). The following block diagonal matrix \( M_{\Gamma} \in \mathbb{R}^{NK \times NK} \) with diagonal blocks satisfies \( M_{\Gamma} \succeq \Gamma^H \Gamma \):

\[
M_{\Gamma} = \text{diag}(\{Q^{(i)}_H Q^{(i)}_T\}_{i=1}^N),
\]

where \( Q^{(i)}_H Q^{(i)}_T \) is defined in (29).

Proof: See Section S.V-A of the supplementary material.

Computing the majorization matrix in Lemma 4.5 involves \( O(K^2 N) \) operations for \( \Lambda^H \Lambda \) and approximately \( O(K^2 N \log N) \) operations for \( Q^{(i)}_H Q^{(i)}_T \). Again, applying the permutation trick in [14] and [43, Remark 3] allows computing \( \Lambda^H \Lambda \) by parallelization over \( j = 1, \ldots, N \), i.e., each thread requires \( O(K^2) \) operations. Similar to the filter update case, Proposition 4.6 below substantially reduces the computational cost \( O(K^2 N \log N) \) at the cost of slower convergence.

Proposition 4.6. The following block diagonal matrix \( M_{Q^{(i)}} \in \mathbb{R}^{NK \times NK} \) satisfies \( M_{Q^{(i)}} \succeq Q^{(i)}_H Q^{(i)}_T \):

\[
M_{Q^{(i)}} = \sum_{k=1}^K \Phi^{-1} \Sigma_k^{(i)} \Phi,
\]

\[
\Sigma_k^{(i)} = \text{diag}(\lambda_k^{(i)} \Phi) + \sum_{k' \neq k} [\text{diag}(\lambda_k^{(i)} \odot \lambda_{k'}^{(i)})],
\]

for \( k = 1, \ldots, K \).

Proof: See Section S.IV-B of the supplementary material.

Lemma 4.7 (Block Diagonal Majorization Matrix \( M_{\Psi} \) with Diagonals II). The following block diagonal matrix \( M_{\Psi} \in \mathbb{R}^{NK \times NK} \) with diagonal blocks satisfies \( M_{\Psi} \succeq \Gamma^H \Gamma \):

\[
M_{\Psi} = \bigoplus_{k=1}^K [M_{\Psi}]_{k,k},
\]

where diagonal matrices \( \{\Sigma_k^{(i)}\} \) are as in (31).

Proof: See Section S.V-C of the supplementary material.

The majorization matrix in Lemma 4.7 reduces the cost \( O(K^2 N \log N) \) (of computing that in Lemma 4.5) to \( O(K^2 N \log N) \). Parallelization can further reduce computational complexity to \( O(N \log N) \). However, similar to the majorizer designs in the filter update, the majorization matrix in Lemma 4.5 is expected to be tighter than those in Lemma 4.7 because the majorization matrix in Lemma 4.4 is designed based on another bound. Fig. 2 illustrates that tighter majorizers lead to faster convergence. Table II summarizes these results.

2) Proximal Mapping: Using (5), the corresponding proximal mapping problem of (25) is given by:

\[
\bar{z}^{(i+1)}_l = \arg\min_{\bar{z}^{(i)}_l} \frac{1}{2} \| \bar{z}^{(i)}_l - \bar{z}^{(i)}_l \|_2^2 + \lambda \| \bar{z}^{(i)}_l \|_1
\]

(32)

where

\[
\bar{z}^{(i)}_l = \bar{z}^{(i)}_l - \left( \Gamma^{(i)} \right)^{-1} \left( \Gamma^{(i)} \right)^H \left( \Gamma^{(i)} \bar{z}^{(i)}_l - y_l \right),
\]

we construct \( \Gamma^{(i)} \) using (26) with updated kernels \( \{d_k^{(i+1)}\} : k = 1, \ldots, K \), \( M_l^{(i)} \) is a designed majorization matrix for \( \left( \Gamma^{(i)} \right)^H \Gamma^{(i)} \), and \( \zeta^{(i)}_l \) is a concatenated vector with \( \{\zeta^{(i)}_k\} \in \mathbb{R}^N : k = 1, \ldots, K \), for \( l = 1, \ldots, L \). Using the circulant majorizer in Proposition 4.6 would require an iterative method for proximal mapping. For computational efficiency in proximal mapping, we focus on diagonal majorizers, i.e., Lemma 4.5 and 4.7. Exploiting the structure of diagonal majorization matrices, the solution to (32) is efficiently computed by soft-shrinkage:

\[
\left( \bar{z}^{(i+1)}_{l,k} \right)_j = \text{softshrink}\left( \left( \zeta^{(i)}_j - \zeta^{(i)}_{l,k} \right)_j, \alpha \left( \left( M_l^{(i)} \right)_{k,k} \right)_j \right),
\]

for \( k = 1, \ldots, K, \ j = 1, \ldots, N \), where the soft-shrinkage operator is defined by softshrink\((a, b) := \text{sign}(a) \max(|a| - b, 0)\).

Note that one does not need to use \( \Gamma^{(i)} \) in (26) (or \( \Gamma^{(i)} H \)) directly. If the filter size \( D \) is smaller than \( \log N \), it is more efficient to use (circular) convolutions, by considering that the computational complexities for \( d_k \odot \zeta_{l,k} \) and \( \Phi^{-1} \text{diag}(\lambda_k \Phi \zeta_{l,k}) \) are \( O(ND) \) and \( O(N \log N) \), respectively. This scheme analogously applies to \( \Psi^{(i)} \) in (18) in the filter update.
computations and 2) (possibly) tighter majorizer designs than those in the two-block methods. In single-thread computing, it is desired to reduce the computational cost for majorizers, by noting that without parallel computing, the computational cost—but disregarding majorizer computation costs—in the two-block scheme is $O(KL(N\log N + D/L + N))$ and identical to that of the multi-block approach. While guaranteeing convergence, the multi-block BPG-M approach accelerates the convergence rate of the two-block BPG-M methods in the previous section, with a possible reason that the majorizers of the multi-block scheme are tighter than those of the two-block scheme.

We update $2 \cdot K$ blocks sequentially; at the $k$th block, we sequentially update the $k$th sparse codes for each training image—{$z_{l,k} : l = 1, \ldots, L$} (referred to the $k$th sparse code set). One could alternatively randomly shuffle the $K$ blocks at the beginning of each cycle [44] to further accelerate convergence. The mathematical decomposing trick used in this section (specifically, (33) and (36)) generalizes a sum of outer products of two vectors in [4] and [45].

**A. kth Dictionary (Filter) Update**

We decompose the $\{d_k : k = 1, \ldots, K\}$-update problem (17) into $K$ $d_k$-update problems as follows:

$$\min_{d_k} \frac{1}{2} \left\| \begin{bmatrix} y_1 \\
\vdots \\
 y_L \end{bmatrix} - \sum_{k' \neq k} \Psi_{k'} d_{k'} \right\|_2^2$$

s.t. $\|d_k\|_2^2 \leq 1,$

(33)

where the $k$th submatrix of $\Psi = [\Psi_1 \cdots \Psi_K]$ (18) is defined by

$$\Psi_k := \begin{bmatrix} P_B \Phi^{-1} \text{diag}(\tilde{z}_{1,k}) \Phi P_S^T \\
\vdots \\
P_B \Phi^{-1} \text{diag}(\tilde{z}_{L,k}) \Phi P_S^T \end{bmatrix},$$

(34)

where $\{\tilde{z}_{l,k} = \Phi \tilde{z}_{l,k} : l = 1, \ldots, L\}$, and we use the most recent estimates of all other filters and coefficients in (33) and (34), for $k = 1, \ldots, K$.

1) **Separable Majorizer Design:** The following lemma introduces a majorization matrix for $\Psi_k^H \Psi_k$:

**Lemma 5.1** (Diagonal Majorization Matrix $M_{\Psi_k}$). The following diagonal matrix $M_{\Psi_k} \in \mathbb{R}^{D \times D}$ satisfies $M_{\Psi_k} \succeq \Psi_k^H \Psi_k$:

$$M_{\Psi_k} = \text{diag} \left( P_S \Phi^{-1} \sum_{l=1}^L \text{diag}(\tilde{z}_{l,k}) \tilde{\phi} P_S^T 1_D \right).$$

**Proof:** See Section S.V-D of the supplementary material.

The design in Lemma 5.1 is expected to be tighter than those in Lemma 4.3 and 4.4, because we use fewer bounds in designing it. Fig. 3 supports this expectation through convergence rate; additionally, Fig. 3 illustrates that the majorization matrix in Lemma 5.1 is expected to be tighter than that in Lemma 4.1. Another benefit of the majorization matrix in Lemma 5.1 is lower computational complexity than those in the two-block approaches (in single-thread computing). As shown in Table II-A, it allows up to $2K$ times faster the majorizer computations in the multi-block scheme (particularly, that in Lemma 4.1).

2) **Proximal Mapping:** Using (5), the corresponding proximal mapping problem of (33) is given by

$$d^{(i+1)}_k = \arg \min_{d_k} \frac{1}{2} \| d_k - v^{(i)}_k \|_{M_{\Psi_k}}, \text{ s.t. } \|d_k\|_2^2 \leq 1,$$

(35)

where

$$v^{(i)}_k = d^{(i)}_k - \left( M_{\Psi_k} \right)^{-1} \left( \Psi_k^H \Psi_k d^{(i)}_k - \tilde{y} \right),$$

$$\tilde{y} = \begin{bmatrix} y_1 \\
\vdots \\
y_L \end{bmatrix} - \sum_{k' \neq k} \Psi_{k'} d_{k'},$$

we construct $\Psi_k^{(i)}$ using (34) with the updated $k$th sparse code set $\{\tilde{z}_{l,k} : l = 1, \ldots, L\}$, and $M_{\Psi_k}^{(i)}$ is a designed diagonal majorization matrix for $(\Psi_k^{(i)})^H \Psi_k^{(i)}$. Similar to Section IV-A.2, we apply the accelerated Newton’s method in Section S.VI to efficiently solve (35).
B. kth Sparse Code Set Update

We decompose the \( \{\tilde{z}_{l,k} : k = 1, \ldots, K\} \)-update problem (25) into \( K \) \( \tilde{z}_{l,k} \)-update problems as follows:

\[
\min_{\tilde{z}_{l,k}} \frac{1}{2} \left\| y_l - \sum_{k' \neq k} \Gamma_{k,k'} \tilde{z}_{l,k'} - \Gamma_{k} \tilde{z}_{l,k} \right\|^2 + \alpha \|\tilde{z}_{l,k}\|_1,
\]

where the \( k \)th submatrix of \( \Gamma = [\Gamma_1 \cdots \Gamma_K] \) (26) is defined by

\[
\Gamma_k := P_B \Phi^{-1} \text{diag}(\lambda_k) \Phi,
\]

\( \lambda_k = \Phi P_B^T d_k \), we use the most recent estimates of all other filters and coefficients in (36) and (34), for \( k = 1, \ldots, K \). Using (36), we update the \( k \)th set of sparse codes \( \{\tilde{z}_{l,k} : l = 1, \ldots, L\} \), which is easily parallelizable over \( l = 1, \ldots, L \). Note, however, that this parallel computing scheme does not provide computational benefits over that in the two-block approach. Specifically, in each thread, the two-block scheme requires \( O(KN (\log N + 1)) \); and the multi-block requires \( K \) times the cost \( O(N (\log N + 1)) \), i.e., \( O(KN (\log N + 1)) \).

1) Separable Majorizer Design: Applying Lemma S.3, our diagonal majorization matrix for \( \Gamma_k^H \Gamma_k \) is given in the following lemma:

**Lemma 5.2** (Diagonal Majorization Matrix \( M_{\Gamma_k} \)). The following diagonal matrix \( M_{\Gamma_k} \in \mathbb{R}^{N \times N} \) satisfies \( M_{\Gamma_k} \succeq \Gamma_k^H \Gamma_k \):

\[
M_{\Gamma_k} = \text{diag} \left( \|\Gamma_k^H\|_1 \alpha_\lambda \right).
\]

The design in Lemma 5.2 is expected to be tighter than those in Lemma 4.5 and 4.7, because only a single bound is used in designing it. Fig. 3 supports our expectation through convergence rate per iteration. In addition, the design in Lemma 5.2 requires lower computation costs than those in the two-block schemes (in a single processor computing). Specifically, it reduces complexities of computing those in multi-block scheme (particularly, that in Lemma 4.5) by up to a factor of \( K(1/D + 1) \); see Table II-B.

2) Proximal Mapping: Using (5), the corresponding proximal mapping problem of (36) is given by:

\[
\tilde{z}_{l,k}^{(i+1)} = \arg\min_{\tilde{z}_{l,k}} \frac{1}{2} \left\| \tilde{z}_{l,k} - z_{l,k}^{(i)} \right\|^2 + \alpha \|\tilde{z}_{l,k}\|_1
\]

where

\[
z_{l,k}^{(i)} = \left( M_{\Gamma_k}^{(i)} \right)^{-1} \Gamma_k^H \left( \Gamma_k^{(i)} \tilde{z}_{l,k} - \tilde{y}_l \right), \quad \tilde{y}_l = y_l - \sum_{k' \neq k} \Gamma_{k,k'} \tilde{z}_{l,k'}.
\]

we construct \( \Gamma_k^{(i)} \) using (37) with the updated \( k \)th filter \( d_k^{(i+1)} \), and \( M_{\Gamma_k}^{(i)} \) is a designed diagonal majorization matrix for \( (\Gamma_k^{(i)})^H \Gamma_k^{(i)} \). Similar to Section IV-B.2, problem (38) is solved by the soft-shrinkage operator.

To efficiently compute \( \sum_{k' \neq k} \Psi_k d_{k'} \) in (33) and \( \sum_{k' \neq k} \Gamma_{k,k'} \tilde{z}_{l,k'} \) in (36) at the \( k \)th iteration, we update and store \( \{\Gamma_k \tilde{z}_{l,k} : l = 1, \ldots, L\} \)—which is identical to \( \Psi_k d_k \)—with newly estimated \( d_k^{(i+1)} \) and \( \{\tilde{z}_{l,k}^{(i+1)} : l = 1, \ldots, L\} \), and simply take sum in \( \sum_{k' \neq k} \Psi_k d_{k'} \) and \( \sum_{k' \neq k} \Gamma_{k,k'} \tilde{z}_{l,k'} \). Similar to \( \Gamma^{(i)} \) in (26) and \( \Psi^{(i)} \) in (18), one can perform \( \Gamma_k^{(i)} \) in (37) (or \( (\Gamma_k^{(i)})^H \)) and \( \Psi_k^{(i)} \) in (34) in a spatial domain—see Section IV-A.2.

VI. CDL-ACE: APPLICATION OF CDL TO IMAGE DENOISING

Applying learned filters by CDL to some inverse problems is not straightforward due to model mismatch between training and testing stages. CDL conventionally learns features from preprocessed training datasets (by, for example, the techniques in Section VII-A); however, such nonlinear preprocessing techniques are not readily incorporated when solving inverse problems [46].

The most straightforward approach in resolving the model mismatch is to learn filters from non-preprocessed training data, as noted in [6, §5.2]. An alternative approach is to model (linear) contrast enhancement methods in CDL—similar to CDL-ACE in [22]—and apply them to solving inverse problems. The CDL-ACE model is given by [22]:

\[
\min_{\|d_k\|_2 \leq 1, \ k = 1, \ldots, K} \frac{1}{2} \sum_{l=1}^L \left\| \tilde{y}_l - \left( \sum_{k=1}^K d_k \odot z_{l,k} \right) - \rho \right\|^2 + \alpha \sum_{k=1}^K \|z_{l,k}\|_1
\]

(39)

The matrix \( R \) in (41) can be viewed as a simple form of a contrast enhancing transform (without divisive normalization by local variances), e.g., \( R^T R y = y - (\gamma C^T + 1)^{-1} y \), where \( \gamma C^T C + 1 \) is a low-pass filter. To solve (40), AL methods would now require six additional AL parameters to tune and consume more memory (than the ADMM approach in [6] solving (1)); however, BPG-M methods are free from the additional parameter tuning processes and memory issues.

To denoise a measured image \( b \in \mathbb{R}^n \) corrupted by AWGN \( \sim N(0, \sigma^2) \), we solve the following optimization problem with the filters \( d_k^* : k = 1, \ldots, K \) learned via the CDL models, i.e., (1) or, optimally, (40), [22]:

\[
\{d_k^*, \rho^*\} = \arg\min_{\|a_k\|_1, \rho} \frac{1}{2} \left\| b - \left( \sum_{k=1}^K d_k^* \odot a_k \right) - \rho \right\|^2 + \alpha \sum_{k=1}^K \|a_k\|_1 + \gamma \|C\rho\|_2^2.
\]

(42)
and synthesize the denoised image by $P_B \sum_{k=1}^{K} d_k^+ @ a_k^+ + \rho^*$, where $\{a_k \in \mathbb{R}^n\}$ is a set of sparse codes, $\rho \in \mathbb{R}^n$ is a low-frequency component vectors, and $C \in \mathbb{R}^{m \times n}$ is a regularization transform modeled in the CDL model (39). Using the reformulation techniques in (39)–(40), we rewrite (42) as a convex problem and solve it through FPG method using a diagonal majorizer (designed by a technique similar to Lemma 4.7) and adaptive restarting [22].

VII. RESULTS AND DISCUSSION

A. Experimental Setup

Table I gives the naming conventions for the proposed BPG-M algorithms and designed majorizers.

We tested all the introduced CDL algorithms for two types of datasets: preprocessed and non-preprocessed. The preprocessed datasets include the fruit and city datasets with $L = 10$ and $N = 100 \times 100$ [6], [12], and the CT dataset with $L = 10$ and $N = 512 \times 512$ from down-sampled $512 \times 512$ XCAT phantom slices [47]—referred to the CT-(i) dataset. The preprocessing includes local contrast normalization [23, Adaptive Deconvolutional Networks Toolbox], [48, §2], [12] and intensity rescaling to $[0, 1]$ [12], [14], [23], and [6]. The non-preprocessed dataset [6, §5.2] consists of XCAT phantom images of $L = 80$ and $N = 128 \times 128$, created by dividing down-sampled $512 \times 512$ XCAT phantom slices [47] into 16 sub-images [7], [14]; we refer this to the CT-(ii) dataset. Both the preprocessed and non-preprocessed datasets contain zero-mean training images (i.e., by subtracting the mean from each training image [23, Adaptive Deconvolutional Networks Toolbox], [48, §2]; note that subtracting the mean can be omitted for the preprocessed datasets), as conventionally used in many (convolutional) dictionary learning studies, e.g., [5], [6], [12], [14], [23], [48]. For image denoising experiments, we additionally trained filters by CDL-ACE (40) through the BPG-M method, and the non-preprocessed city datasets (however, note that we do not apply the mean subtraction step because it is not modeled in [40]). For all the CDL experiments, we trained filters of $D = 11 \times 11$ and $K = 100$ [6], [19].

The parameters for the algorithms were defined as follows. For CDL (1) using both the preprocessed and non-preprocessed datasets, we set the regularization parameters as $\alpha = 1$ [6]. For CDL-ACE (40) using the non-preprocessed dataset, we set $\alpha = 0.4$. We used the same (normally distributed) random initial filters and coefficients for each training dataset to fairly compare different CDL algorithms. We set the tolerance value, tol, in (44), as $10^{-4}$. Specific details regarding the algorithms are described below.

Comparing convergence rates in Fig. 3 and execution time in Table III-C, we normalized the initial filters such that $\|d_k\|_2 \leq 1 : k = 1, \ldots, K$ (we empirically observed that the normalized initial filters improve convergence rates of the multi-block algorithms, but marginally improve convergence rates of the two-block algorithms—for both ADMMs and BPG-M). The execution time in Table III was recorded by (double precision) MATLAB implementations based on Intel Core i5 with 3.30 GHz CPU and 32 GB RAM.

1) ADMM [6]: We first selected ADMM parameters as suggested in the corresponding MATLAB code of [6]; the ADMM parameters were selected by considering the maximum value of $\{y_m : m = 1, \ldots, M\}$, similar to [31]. We used 10 inner iterations (i.e., $Iter_{ADMM}$ in Table III-A) for each kernel and sparse code update [6] and set the maximum number of outer iterations to 100. We terminated the iterations if either of the following stopping criteria are met before reaching the maximum number of iterations [6]:

$$F(d^{(l+1)}; z^{(l)}) \geq F(d^{(l)}; z^{(l)})$$ and $$F(d^{(l+1)}, z^{(l+1)}) \geq F(d^{(l)}, z^{(l)}),$$ (43)

or

$$\|d^{(l+1)} - d^{(l)}\|_2^2 < \text{tol} \quad \text{and} \quad \|z^{(l+1)} - z^{(l)}\|_2^2 < \text{tol},$$ (44)

where $d$ and $z$ are concatenated vectors from $\{d_k\}$ and $\{z_k\}$, respectively. These rules were applied at the outer iteration loop [6]. For the experiments in Figs. 3 and S.2, and Table III-C, we disregarded the objective-value-based termination criterion (43). For a memory-efficient variant of ADMM [6], we replaced the direct solver in [6, eq. (11)] with the iterative method in [18, §III-B] to solve the linear system [6, eq. (10)], and tested it with the same parameter sets above.

2) BPG-M Algorithms: We first selected the parameter $\delta$ in (13) as $1 - \varepsilon$, where $\varepsilon$ is the (double) machine epsilon value, similar to [5]. For the gradient-mapping restarting, we selected the parameter $\omega$ in (16) as $\cos(95^\circ)$, similar to [42]. For the accelerated Newton’s method, we set the initial point $\phi_k^0 = 0$, the tolerance level for $|\phi_k^{(l+1)} - \phi_k^{(l)}|$ to $10^{-6}$, and the maximum number of iterations to 10, for $k = 1, \ldots, K$. The maximum number of BPG-M iterations was set to $\text{Iter} = 1000$. We terminated the iterations if the relative error stopping criterion (44) was met before reaching the maximum number of iterations.

3) Image Denoising with Learned Filters via CDL: For image denoising applications, we corruption a test image with relatively strong AWGN, i.e., SNR = 10 dB. We denoised the noisy image through the following methods (all the parameters were selected as suggested in [22], giving the best peak signal-to-noise ratio (PSNR) values): 1) adaptive Wiener filtering with $3 \times 3$ window size; 2) total variation (TV) with MFISTA using its regularization parameter $0.8\sigma$ and maximum number of iterations 200 [49]; 3) image denoiser (42) with 100 (empirically) convergent filters trained by CDL model (1) (i.e., Fig. S.2(b)) and prepocessed training data, $\alpha = 2.5\sigma$, the first-order finite difference for $C$ in (42) [46], and $\gamma = 10\sigma$; and 4) (42) with 100 learned filters by CDL-ACE (39), $\alpha' = \alpha - 5.5\sigma$, and $\gamma' = \gamma - 5.5\sigma$. For (42), the stopping criteria is set similar to (44) (with tol = $10^{-3}$) before reaching the maximum number of iterations 100.

B. BPG-M Versus ADMM [6] and Its Memory-Efficient Variant for CDL (1)

The BPG-M methods guarantee convergence without difficult parameter tuning processes. Figs. 3 and S.1–S.2 show that the BPG-M methods converge more stably than ADMM [6]
and the memory-efficient variant of ADMM [6]. When the ADMM parameters are poorly chosen, for example simply using 1, the ADMM algorithm fails (see Table IV). The objective function termination criterion (43) can stabilize ADMM; however, note that terminating the algorithm with (43) is not a natural choice, because the monotonic decrease in objective function values is not guaranteed [33]. For the small datasets (i.e., the fruit and city datasets), the execution time of reG-FBP-M using the multi-block scheme is comparable to that of the ADMM approach [6] and its memory-efficient variant; see Table III-B. Based on the numerical experiments in [19], for small datasets particularly with the small number of training images, the state-of-the-art ADMM approach in [19, AVA-MD] using the single-set-of-iterations scheme [18] (or [14]) can be faster than multi-block reG-FBP-M; however, it lacks theoretical convergence guarantees and can result in non-monotone minimization behavior—see Section II and [19, Fig. 2, AVA-MD].

The proposed BPG-M-based CDL using the multi-block scheme is especially useful to large datasets having large image size or many images (compared to ADMM [6] and its memory-efficient variant applying linear solver [18, §III-B]):

- The computational complexity of BPG-M depends mainly on the factor $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$; whereas that of ADMM [6] depends not only on the factor $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$, but also on the approximated factors $K \cdot L^2 \cdot \tilde{N} \cdot \Iter_{\text{ADMM}}^{-1}$ (for $K > L$) or $K^3 \cdot \tilde{N} \cdot \Iter_{\text{ADMM}}^{-1}$ (for $K \leq L$). The memory-efficient variant of ADMM [6] requires even higher computational complexity than ADMM [6]; it depends both on the factors $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$ and $K \cdot L^2 \cdot \tilde{N}$.

- The multi-block reG-FBP-M method requires much less memory than ADMM [6] and its variant. In the filter updates, it only depends on the parameter dimensions of filters (i.e., $K$, $D$); however, ADMM requires the amount of memory depending on the dimensions of training images and the number of filters (i.e., $\tilde{N}$, $L$, $K$). In the sparse code updates, the multi-block reG-FBP-M method requires about half the memory of ADMM. Additionally, there exists no $K^2$ factor dependence in multi-block reG-FBP-M. The memory-efficient variant of ADMM [6] removes the $K^2$ factor dependence, but still requires higher memory than multi-block reG-FBP-M. See Table III-C.

Table III-B shows that the ADMM approach in [6] and/or its memory-efficient variant fail to run CDL for the larger datasets of reG-FBP-M using the multi-block scheme is comparable to that of the ADMM approach [6] and its memory-efficient variant; see Table III-B. Based on the numerical experiments in [19], for small datasets particularly with the small number of training images, the state-of-the-art ADMM approach in [19, AVA-MD] using the single-set-of-iterations scheme [18] (or [14]) can be faster than multi-block reG-FBP-M; however, it lacks theoretical convergence guarantees and can result in non-monotone minimization behavior—see Section II and [19, Fig. 2, AVA-MD].

The proposed BPG-M-based CDL using the multi-block scheme is especially useful to large datasets having large image size or many images (compared to ADMM [6] and its memory-efficient variant applying linear solver [18, §III-B]):

- The computational complexity of BPG-M depends mainly on the factor $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$; whereas that of ADMM [6] depends not only on the factor $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$, but also on the approximated factors $K \cdot L^2 \cdot \tilde{N} \cdot \Iter_{\text{ADMM}}^{-1}$ (for $K > L$) or $K^3 \cdot \tilde{N} \cdot \Iter_{\text{ADMM}}^{-1}$ (for $K \leq L$). The memory-efficient variant of ADMM [6] requires even higher computational complexity than ADMM [6]; it depends both on the factors $K \cdot L \cdot \tilde{N} \cdot \log \tilde{N}$ and $K \cdot L^2 \cdot \tilde{N}$. See Table III-A–B.

- The multi-block reG-FBP-M method requires much less memory than ADMM [6] and its variant. In the filter updates, it only depends on the parameter dimensions of filters (i.e., $K$, $D$); however, ADMM requires the amount of memory depending on the dimensions of training images and the number of filters (i.e., $\tilde{N}$, $L$, $K$). In the sparse code updates, the multi-block reG-FBP-M method requires about half the memory of ADMM. Additionally, there exists no $K^2$ factor dependence in multi-block reG-FBP-M. The memory-efficient variant of ADMM [6] removes the $K^2$ factor dependence, but still requires higher memory than multi-block reG-FBP-M. See Table III-C.
(i.e., CT-(i) and CT-(ii)), due to its high memory usage. By not caching the inverted matrices [6, eq. (11)] computed at the beginning of each block update, the memory-efficient variant of ADMM [6] avoids the $K^2$ factor dependence in memory requirement. However, its computational cost now depends on the factor $L^2$ multiplied with $K$ and $N$; this product becomes a serious computational bottleneck as $L$—the number of training images—grows. See the CT-(ii) column in Table III-B. (Note that single-set-of-iterations ADMM [19, AVA-MD] obeys the same trends.) Heide et al.’s report that their ADMM can handle the large dataset (of $L = 10$, $N = 1000 \times 1000$) that the patch-based method (i.e., K-SVD [4] using all patches) cannot, due to its high memory usage [6, §3.2, using 132 GB RAM machine]. Combining these results, the BPG-M-based CDL algorithm (particularly using the multi-block scheme) is a reasonable choice to learn dictionary from large datasets. Especially, the multi-block BPG-M method is well-suited to CDL with large datasets consisting of a large number of (relatively small-dimensional) signals—for example, the datasets are often generated by dividing (large) images into many sub-images [6], [14], [18].

For the non-preprocessed dataset (i.e., CT-(ii)), the proposed BPG-M algorithm (specifically, reG-FBP-M using the multi-block scheme) properly converges to desirable solutions, i.e., the resultant filters and sparse codes (of sparsity 5.25%) properly synthesize training images. However, the memory-efficient variant of ADMM [6] does not converge to the desirable solutions. Compare the results in Fig. S.1(d) to those in Fig. S.2(c).

Figs. 2 and S.1–S.2 illustrate that all the proposed BPG-M algorithms converge to desirable solutions and reach lower objective function values than the ADMM approach in [6] and its memory-efficient variant (see Table IV and compare Fig. S.1(d) to Fig. S.2(c)). In particular, the tighter majorizer enables the BPG-M algorithms to converge faster; see Figs. 2–3. Interestingly, the restarting schemes (15)–(16) provide significant convergence acceleration over the momentum coefficient formula (11). The combination of reG (16) and momentum coefficient formulas (11)–(12), i.e., reG-FBP-M, can be useful in accelerating the convergence rate of reG-BPG-M, particularly when majorizers are insufficiently tight. Fig. 4 supports these assertions. Most importantly, all the numerical experiments regarding the BPG-M methods are in good agreement with our theoretical results on the convergence analysis, e.g., Theorem 3.3 and Remark 3.4. Finally, the results in Table IV concur with the existing empirical results of comparison between BPG and BCD in [33] and [5], noting that ADMM in [6] is BCD-type method.

C. Application of Learned Filters by CDL to Image Denoising

The filters learned via convergent BPG-M-based CDL (1) show better image denoising performance than the (empirically) convergent ones trained by ADMM-based CDL (1) in [6]; it improves PSNR by approximately 1.6 dB. Considering that the BPG-M methods reach lower objective values than ADMM of [6], this implies that the filters of lower objective values can improve the CDL-based image denoiser (42). The learned filters by CDL-ACE (40) further improve image denoising compared to those trained by BPG-M-based CDL (1), by resolving the model mismatch; it improves PSNR by approximately 0.2 dB. Combining these, the CDL-based image denoiser using the learned filters by CDL-ACE (40) outperforms the TV denoising model. All these assertions are supported by Fig. 5. Finally, the CDL-ACE model (39) better captures structures of non-preprocessed training images than the CDL model (1); see [22, Fig. 2].

VIII. Conclusion

Developing convergent and stable algorithms for non-convex problems is important and challenging. In addition, parameter tuning is a known challenge for AL methods. This paper has considered both algorithm acceleration and the above two important issues for CDL.

The proposed BPG-M methods have several benefits over the ADMM approach in [6] and its memory-efficient variant. First, the BPG-M algorithms guarantee local convergence (or global convergence if some conditions are satisfied) without additional parameter tuning (except regularization parameter). The BPG-M methods converge stably and empirically to a “desirable” solution regardless of the datasets. Second, particularly with the multi-block framework, they are useful for larger datasets due to their lower memory requirement and no polynomial computational complexity (specifically, no $O(L^2 KN)$, $O(K^2 L)$, and $O(K^3 N)$ complexity). Third,
they empirically achieve lower objective values. Among the proposed BPG-M algorithms, the reG-FBP-M scheme—i.e., BPG-M using gradient-mapping-based restarting and momentum coefficient formulas—is practically useful by due to its fast convergence rate and no requirements in objective value evaluation. The CDL-based image denoiser using learned filters via BPG-M-based CDL-ACE [22] outperforms Wiener filtering, TV denoising, and filters trained by the conventional ADMM-based CDL. The proposed BPG-M algorithmic framework is a reasonable choice towards stable and fast convergent algorithm development in CDL with big data (i.e., training data with the large number of signals or high-dimensional signals).

There are a number of avenues for future work. First, in this paper, the global convergence guarantee in Remark 3.4 requires a stringent condition in practice. Future work will explore the more general global convergence guarantee based on the Kurdyka-Łojasiewicz property. Second, we expect to further accelerate BPG-M by using the stochastic gradient method while guaranteeing its convergence (the stochastic ADMM [50] improves the convergence rate of ADMM on convex problems, and is applied to convolutional sparse coding for image super-resolution [51]). Applying the proposed CDL algorithm to multiple-layer setup is an interesting topic for future work [24]. On the application side, we expect that incorporating normalization by local variances into CDL-ACE further improves solutions to inverse problems.

APPENDIX

NOTATION

We use $\| \cdot \|_P$ to denote the $\ell^p$-norm and write $\langle \cdot , \cdot \rangle$ for the standard inner product on $\mathbb{C}^N$. The weighted $\ell^2$-norm with a Hermitian positive definite matrix $A$ is denoted by $\| \cdot \|_A = \| A^{1/2} (\cdot) \|_2$. $\| \cdot \|_0$ denotes the $\ell^0$-norm, i.e., the number of nonzeros of a vector. $(\cdot)^T$, $(\cdot)^H$, and $(\cdot)^*$ indicate the transpose, complex conjugate transpose (Hermitian transpose), and complex conjugate, respectively. diag$(\cdot)$ and sign$(\cdot)$ denote the conversion of a vector into a diagonal matrix or diagonal elements of a matrix into a vector and the sign function, respectively. $\bigotimes$, $\otimes$, and $\bigoplus$ denote Kronecker product for two matrices, element-wise multiplication in a vector or a matrix, and the matrix direct sum of square matrices, respectively. $[C]$ denotes the set $\{1, 2, \ldots, C\}$. For self-adjoint matrices $A, B \in \mathbb{C}^{N \times N}$, the notation $B \preceq A$ denotes that $A - B$ is a positive semi-definite matrix.
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