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Using a variation of the interpretability concept we show that all graph properties definable in monadic second-order logic (MS properties) with quantification over vertex and edge sets can be decided in linear time for classes of graphs of fixed bounded treewidth given a tree-decomposition. This gives an alternative proof of a recent result by Courcelle. We allow graphs with directed and/or undirected edges, labeled on edges and/or vertices with labels taken from a finite set. We extend MS properties to extended monadic second-order (EMS) problems involving counting or summing evaluations over sets definable in monadic second-order logic. Our technique allows us also to solve some EMS problems in linear time or in polynomial or pseudopolynomial time for classes of graphs of fixed bounded treewidth. Moreover, it is shown that each EMS problem is in NC for graphs of bounded treewidth. Most problems for which linear time algorithms for graphs of bounded treewidth were previously known to exist, and many others, are EMS problems. © 1991 Academic Press, Inc.

1. INTRODUCTION

Quite a few NP-complete computational problems on graphs have been shown to have linear-time algorithms on restricted families of graphs. While some instances of such "algorithms" are implicit in applied research
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as far back as the middle of the nineteenth century (for a survey see [3]), and there are clear analogies with the theory of non-serial dynamic programming as described by Bertele and Brioschi [9], the systematic study of this problem had of course to await the recognition of the NP-completeness concept.

This research area started in the 1970s with a large number of papers describing polynomial time algorithms for NP-complete graph problems that worked when the graph was restricted to be a tree or a series-parallel graph. A fairly general characterization of problems decidable in linear time on series-parallel graphs was presented by Takamizawa, Nishizeki, and Saito [40]. Now the search started for the best generalization of series-parallelness.

It turned out that there are many classes of graphs whose structure is so closely related to trees, that one can use this fact to solve problems for them whose solutions are unknown or difficult for arbitrary graphs. A highlight in this research is the fundamental series of papers of Robertson and Seymour (see, e.g., Johnson [28] for a survey) on graph minors. Robertson and Seymour introduced in [31] the notion of treewidth of a graph. Intuitively, a graph of treewidth \( w \) can be expressed as the (nondisjoint) union of graphs of size \( w + 1 \) arranged as nodes in a tree in such a way that the set of nodes containing a given vertex is a subtree (i.e., a contiguous part) of the tree. The treewidth is thus a parameter that measures how close to a tree a graph is. Its exact definition will be given in Section 3.

The concept of treewidth and similar concepts found deep applications in the design of (at least theoretically) efficient algorithms (see, e.g., Johnson [28]). Many important classes of graphs have a universal bound for the treewidth of their members. As an example, trees and forests have treewidth \( \leq 1 \), series-parallel graphs and outerplanar graphs \( \leq 2 \), almost trees with \( k \) additional edges have treewidth \( \leq k + 1 \), Halin graphs \( \leq 3 \), and members of \( k \)-terminal recursive graph families\(^1\) have treewidth \( \leq k \). More information on these classes can be found in [11, 27].

At the same time, similar graph measures were found and suggested as a generalization of being series-parallel, and also linear time algorithms were found for these graph families and other previously known families of graphs. For a survey of this activity see Johnson [27]. Particularly, the property of being a subgraph of a \( k \)-tree was suggested in [6] and shown equivalent to having treewidth \( \leq k \) by Scheffler [37] and Wimer [43]. A

\(^1\)See [43]; the statement assumes that all the basis graphs in the definition, with edges added between all pairs of terminals, also have treewidth \( \leq k \).
$k$-tree, for a natural number $k$, is either

(i) a graph which can be obtained from another $k$-tree by addition of a vertex with $k$ edges connecting it to $k$ pairwise adjacent vertices in the other $k$-tree, or

(ii) a $k$-clique (a graph of $k$ vertices and all possible \( \binom{k}{2} \) edges).

Seese suggested the notion of tree-partite graph [39], which is closely related to the treewidth concept.

There are many approaches to finding a “template” for the design of linear time algorithms for various problems on these graphs, from giving a list of examples with informal principles [6, 8] to definition of a language in which the property must be expressed [10, 19, 39] as well as some intermediate approaches [44]. The first systematic attempts at finding such a language were based on the existential locally verifiable (ELV) concept, essentially second-order properties with existential quantification and no complementation, see Seese [39]. Courcelle also considered problems with universal quantification and showed that all properties expressible in monadic second-order logic on graphs of bounded treewidth can be decided in linear time [19] if a parse of the graph is given. A more algebraic approach was used by Bodlaender in [10] to define the two classes ECC and LCC.

Monadic second order logic is a powerful language which contains the propositional logic connectives, $\land$, $\lor$, $\forall$, $\rightarrow$, and $\iff$ (with the usual meanings: and, not, or, implies, if, and only if, respectively), individual variables $x, y, z, x_1, x_2, \ldots$, existential ($\exists$) and universal ($\forall$) quantifiers, and predicates. Moreover, it contains (and is distinguished from first-order logic by) set variables $X, Y, Z, U, X_1, X_2, \ldots$, the membership symbol $\in$, and it allows existential and universal quantification over set variables. Mathematical logic has traditionally been concerned with the “intrinsic validity” or “satisfiability” of statements in the form of logical formulae. In order to do so, one has introduced structures as representatives of possible worlds, and the satisfaction relation $\models$ between a structure and a formula. A structure is a set (of objects in the universe) and, for every predicate symbol in the logical language under consideration, a table of the tuples of objects satisfying it. In order to show that a formula is “intrinsically valid,” a logician must directly or indirectly show that the formula is satisfied by every structure compatible with the logical language, and in order to show that it is satisfiable he must show that it is satisfied by some structure.

Instead, we want to use monadic second-order logic sentences to define problems on finite graphs. Solving a problem for a given graph will then correspond to deciding if a given finite structure (that represents the
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A graph satisfies a given sentence (that defines the problem). As an example, the property that a subgraph of $G$ induced by a set $Z$ is connected can be stated as:

$$\text{Partition}_2(U, V, Z) = (Z = U \cup V) \land (U \cap V = \emptyset)$$

$$\land (U \neq Z) \land (V \neq Z)$$

$$\text{Adjacent}(U, V) = \exists u \exists v (v \in V \land u \in U \land \text{Adj}(u, v))$$

$$\text{Connected}(Z) = \forall U \forall V \text{Partition}_2(U, V, Z) \rightarrow \text{Adjacent}(U, V),$$

where lower case variables range over vertices and upper case variables range over vertex sets, and $\text{Adj}$ is the adjacency relation of the graph. Here we used set equality and some set operators freely, but they are easy to define in monadic second order logic (e.g., $(Z = U \cup V) \equiv \forall x (x \in Z \leftrightarrow x \in U \lor x \in V), (U \cap V = \emptyset) = \neg \exists x (x \in U \land x \in V)$). As an exercise the reader can easily find monadic second-order formulas (MS formulas) $\Phi(X)$ and $\Psi(X)$ which hold in a graph $G$ for a set of edges $B$, i.e., $G \models \Phi[B]$ or $G \models \Psi[B]$, where $B$ is the interpretation for $X$, if and only if the subgraph in $G$ induced by $B$ is a path or a cycle, respectively. In later applications we consider mixed graphs (see Section 3), whose domains contain vertices as well as edges, and which contain an incidence relation, unary predicates to designate vertices from edges and unary predicates corresponding to vertex and edge labels. The individual variables of the corresponding monadic second-order logic range then over vertices and edges and the set variables range over sets of vertices and edges, i.e., all possible subsets of the domain of the graph considered.

Many NP-complete computational problems on graphs can be formulated as MS properties, i.e., properties expressible by MS formulas. This is interesting for two reasons. The first is that it is in most cases very easy to verify that a property $P$ is a monadic second-order property, just by writing the corresponding definition of $P$ in a formal way. The second is that once a property has been so defined, it can be decided in linear time for graphs of bounded treewidth given with their corresponding tree-decompositions. So it is, e.g., not difficult to see that Courcelle’s result [19] subsumes Takamiza, Nishizeki, and Saito’s [40] theorem on properties definable by a finite number of forbidden subgraphs. However, sometimes the formulation is not the one that comes first to mind. As an example, the problems Hamiltonian circuit and covering by triangles\(^2\) can be thought of as asking for a permutation of vertices and a large number of vertex sets, respectively. The most obvious strengthenings of monadic second-order

\(^2\)Deciding if the graph is a non-disjoint union of triangles.
logic that would allow such formulations, such as quantification over functions or sets of sets, would also allow definition of problems that are NP-complete on trees, like bandwidth or subgraph isomorphism. But the problems above can be formulated in monadic second-order logic as the existence of a 2-regular partial graph of the problem graph (in MS terminology, a set of edges with exactly two of them incident to each vertex) which is connected (Hamiltonian cycle) and whether each edge is part of a 3-cycle (covering by triangles). Other limitations are more serious. In many cases one asks for a set with a certain property (e.g., an independent set with a prescribed size that is part of the problem instance). In the current logic and for tree-decomposable graphs we can only code this requirement into the formula in such a way that we obtain different formulas for different sizes. Thus we must move the prescribed size into the problem definition from the problem instance description. Also in this case, the most obvious generalization allowing us to keep the constants within the problem instance description would allow us to define problems that are not solvable by finite-state tree automata as we will define them in Section 5. However, many problems can be defined in terms of sums of evaluations (vertex and/or edge weight functions denoted by \( f_j \) for \( j = 1, \ldots, m \)) over subsets definable in monadic second-order logic, in the form \( \Phi(X_1, \ldots, X_l) \land \psi(|X_i|_1, \ldots, |X_i|_m) \), where \( |X_i|_j \) is to be interpreted as \( \sum_{x \in X_i} f_j(x) \), \( \Phi \) is a monadic second-order formula, and \( \psi \) is an evaluation relation. An evaluation relation is a propositional formula whose atoms are sign conditions on polynomials built from the \( |X_i|_j \). We can also replace the relation \( \psi \) by an objective function and ask for its extremal value: \( \max_{\Phi(X_1, \ldots, X_l)} F(|X_1|_1, \ldots, |X_l|_m) \). Problems in these classes will be called EMS problems.

M. O. Rabin in [29] introduced a notion of model interpretability of theories as a useful tool to prove decidability or undecidability of given theories. An extended variant of interpretability was used by Compton and Henson [17] to investigate the complexity of logical theories. We will introduce a related notion of interpretability to transform effectively a given algorithmic problem \( P_1 \) on a given class \( K_1 \) to a different problem \( P_2 \) on another class \( K_2 \). Using this notion we will transform a problem on labeled graphs formulated as a MS property to another problem on labeled binary trees. Since we can transform our labeled graph (of bounded treewidth) to a labeled binary tree in linear time, we can decide properties on such graphs in linear time if we can decide MS properties on labeled binary trees in linear time. We give a direct proof of this by showing how to construct, from a given MS formula, a tree automaton (which is a generalized finite automaton accepting labeled binary trees, see Section 5) that decides whether the MS formula is satisfied by a structure representing a labeled binary tree (given as input to the tree automaton).
Problems involving evaluations are solved by the following procedure: a tree automaton deciding an MS property is equipped with maps or counters which are updated according to simple rules, counting extrema or weights of certain subclasses of problems related to the given problem. This technique has been used for hand translation of particular problems (see e.g., Arnborg and Proskurowski [6]), but we will show that the approach is quite general.

The main contributions of this paper are

(i) a construction by which, for a given bounded treewidth, a general MS graph property $P$ is transformed to an MS binary tree property $\tau(P)$, and a general labeled graph $G$ with a suitable tree-decomposition is transformed to a labeled binary tree $T(G)$ in time linear in the number of vertices of $G$ and in such a way that $P$ holds for $G$ if and only if $\tau(P)$ holds for $T(G)$. This allows us, using techniques developed by Doner [20] and Thatcher and Wright [42], to compile a tree automaton which decides the MS-problem $\tau(P)$ on the tree $T(G)$ (and thus also $P$ on the graph $G$) in linear time, and

(ii) a procedure whereby such an automaton for a MS formula with free variables is modified to solve a related EMS problem involving counting.

Our algorithms are explicit and have constructive performance bounds. Moreover, the corresponding algorithms can be obtained automatically if the description of the MS or EMS problem is given in the corresponding monadic second-order language or its extension for EMS problems, respectively. However, they are practically feasible only for moderate values of treewidth and sizes of the involved MS formulae (particularly, the nesting level of quantifiers). A related effort was made by Borie, Tovey, and Parker [15, 16] to define problems easy for recursively defined families of $k$-terminal graphs. They derive many results similar to ours using a direct manipulation of parses for graphs and tree automata.

2. Overview of Paper

In Section 3 we fix our technical definitions of the graph structure we consider, mixed graphs. We define treewidth and tree decomposition of this structure. The monadic second-order language we consider is defined and used to define MS and EMS properties. Section 4 defines our interpretability concept and proves that the structures we consider can be linear time interpreted into the class of labeled binary trees. In Section 5 we show how to construct a tree automaton that decides whether a labeled binary tree is a model for a fixed MS formula. We also consider problems
with counting and show classes of problems decidable by counting automata in linear or polynomial time. Section 6 illustrates our approach on reliability computations, a very significant engineering application. Extensions and conclusions are described in Section 7.

3. Definitions

We allow a graph to be directed, undirected, or mixed (i.e., having directed as well as undirected edges), and it may contain some prespecified (fixed) sets of distinguished vertices or edges. Thus, generally a graph can be regarded as a relational structure \((A, V, E, D, P_1, \ldots, P_p, R_1, R_2, R_3)\), where \(A\) is a nonempty set (set of vertices and edges), \(V, E, D, P_1, \ldots, P_p\) are unary predicates, and \(R_1, R_2, R_3\) are binary predicates, with the intended meaning that:

- \(V\) designates the set of vertices,
- \(E\) designates the set of undirected edges,
- \(D\) designates the set of directed edges,
- \(P_1, \ldots, P_p\) are special sets of vertices and edges,
- \(R_1(a, b)\) holds if and only if \(a\) is a vertex incident with the edge \(b\)
- \(R_2(a, b)\) holds if and only if \(a\) is the tail of the directed edge \(b\)
- \(R_3(a, b)\) holds if and only if \(a\) is the head of the directed edge \(b\).

We shall also allow evaluations of the edges and vertices by non-negative integer or rational numbers. In this case one has to relate the corresponding functions to the structures. When dealing with algorithmic problems of graphs it is natural to connect with a graph \(G\) a measure, its size \(|G|\). For a graph without evaluations this is the number of vertices and edges. In cases with integer-valued evaluations we will also add all values in these to obtain the size of the problem instance, and for rational-valued evaluations we add the numerators and denominators, when each evaluation is expressed with a common denominator over the domain. For a graph \(G\) we denote its number of vertices by \(n\). The following definition is due to Robertson and Seymour [31] and is adapted here to the notion of mixed graphs:

**Definition 3.1.** A tree decomposition of a mixed graph \(G = (A, V, E, D, P_1, \ldots, P_p, R_1, R_2, R_3)\) is a pair \((T, S)\), where \(T\) is a tree and \(S\) is a family of sets indexed by the vertices of \(T\), such that:

1. \(\bigcup_{X_t \in S} X_t = A\).
2. For all \(c\) such that \(E(c)\) there exists a unique \(X_t \in S\) such that \(c \in X_t\); and if \(a\) satisfies \(R_1(a, c)\) then \(a \in X_t\).
3. For all $c$ such that $D(c)$ there exists a unique $X_c \subseteq S$ such that $c \in X_c$; and if $a, b$ satisfies $R_2(a, c)$ and $R_3(b, c)$, respectively, then $a, b \in X_c$.

4. For all $a \in A$ the subgraph of $T$ induced by $\{t | a \in X_t\}$ is connected.

The width of such a decomposition is $\max_{X_c \subseteq S} |\{a | a \in X_c, V(a)\}| - 1$.

A graph $G$ is of treewidth $w$ if and only if the smallest width of a tree decomposition of $G$ is $w$. We shall need the following:

**Lemma 3.2 (Arnborg, Corneil, and Proskurowski [4]).** For every natural number $w$, a tree decomposition of width $w$ for a graph $G$ can be found in polynomial time, if one exists.

What is actually proved in [4] is that membership in the class of partial $k$-trees can be decided in time $O(n^{k+2})$ and that a partial $k$-tree can be embedded in a $k$-tree in time $O(n^{k+2})$. But from such an embedding of the underlying simple graph of $G$ it is easy to produce a tree decomposition [37]. This tree decomposition can be found in such a way that the size of the tree is $\leq n - k$.

**Remark.** We should also mention that an $O(n^2)$ approximate embedding algorithm was developed by Robertson and Seymour [32, 33]. Various improvements are possible, see, e.g., Courcelle [20] and Bodlaender [14].

The *monadic second-order language* for a given class of structures (i.e., for a fixed signature) results from the usual first-order language by adding variables for sets of individuals and the membership symbol $\in$ and allowing quantification also over set variables. To complete the definition of monadic second-order logic one has to define the satisfaction relation $G \models \Phi$ for a given structure $G$ of the corresponding signature with domain $A$ and a given formula $\Phi$ whose free individual variables have a given interpretation as elements of $A$ and whose free set variables have a given interpretation as subsets of $A$. This is done as usual by induction on the structure of $\Phi$ where the only new case $\exists X \Phi(X)$ with set variable $X$ is

\[ G \models \exists X \Phi(X) \text{ if and only if there is a subset } B \text{ of } A \text{ such that} \]

\[ G \models \Phi[B], \text{ where } B \text{ is chosen as interpretation of } X. \]

Universal quantification and the usual set operators and relations can now be defined in the standard way.

**Definition 3.3.** A property $P$ is a monadic second order property (or MS property) over a class $K$ of structures of a given signature if there is a
monadic second-order formula $\Phi$ such that for all $G$ of $K$: $P$ holds for $G$ if and only if $G \models \Phi$.

In the following we shall write $P(G)$ instead of "$P$ holds for $G$." Many properties of graphs are monadic second-order properties for the class of all graphs. But some properties are not, since they ask about the cardinality of a set of edges or vertices with a specific property or about the maximum or minimum of a sum of an evaluation (weight function) over such a set. To handle these kinds of problems also, extended monadic second-order problems (briefly denoted as EMS problems) are introduced.

We will combine an open MS formula containing free set variables $X_1, \ldots, X_t$ with a formula involving the sums of the evaluations $f_1, \ldots, f_m$ over sets for which $X_1, \ldots, X_t$ stand. An evaluation term is an expression built from the arithmetic operators $+, -, \times$, and with atoms being rational numbers, $|X_i|$ for $1 \leq i \leq l$ and $1 \leq j \leq m$, and $Y_i$ for $1 \leq i \leq t$. We denote it by, e.g., $F(|X_1|, \ldots, |X_t|, Y_1, \ldots, Y_t)$. In case that the evaluations are all in the set of natural numbers, we can also allow $\bmod p$ for a natural number $p$ in evaluation terms. Most EMS problems have only one evaluation which is identically 1, thus $|X_i|$ represents the cardinality of $X_i$.

An evaluation relation is a propositional formula with atoms being of the form $F \leq 0$ or $F = 0$, where $F$ is an evaluation term.

The intended interpretation of evaluation terms and relations should be obvious. Using them we can define the following problems, collectively named EMS problems:

**Definition 3.4.** A property $P$ is an extended monadic second-order property, or EMS property over a class $K$ of structures $(G, f_1^G, \ldots, f_m^G)$ if there are constants $l$ and $t$, a monadic second-order formula $\Phi$ with free set variables $X_1, \ldots, X_t$ and an evaluation relation $\psi(Y_1, \ldots, Y_t)$ such that for each structure $(G, f_1^G, \ldots, f_m^G) \in K$ it holds:

$$P(G, f_1^G, \ldots, f_m^G, C_1, \ldots, C_t) \text{ if and only if there are subsets } A_1, \ldots, A_t \text{ of the domain } A \text{ such that } G \models \Phi[A_1, \ldots, A_t] \text{ and }$$

$$\psi\left[\sum_{a \in A_1} f_1^G(a), \ldots, \sum_{a \in A_t} f_m^G(a), C_1, \ldots, C_t\right].$$

Above, the $C_i$ correspond to numbers given with the problem instance. A problem is an extended monadic second-order extremum problem if it can be stated as finding the maximum of an evaluation term $F(\Sigma_{a \in A_1} f_1^G(a), \ldots, \Sigma_{a \in A_t} f_m^G(a), C_1, \ldots, C_t)$ under the constraints $\Phi[A_1, \ldots, A_t]$ and $\psi[\Sigma_{a \in A_1} f_1^G(a), \ldots, \Sigma_{a \in A_t} f_m^G(a), C_1, \ldots, C_t]$ for MS
formula \( \Phi \) and evaluation relation \( \psi \). Since negation is allowed in evaluation terms, we can express minimization in terms of maximization.

For a linear EMS extremum problem we require that the associated evaluation term \( F \) is linear in the quantities \( |X_i| \), and that the evaluation relation is missing (i.e., identically true).

The enumeration problem for an MS property \( \Phi(X_1, \ldots, X_l) \) is that of computing

\[
|\{(A_1, \ldots, A_l) : G \models \Phi[A_1, \ldots, A_l]\}|
\]

An EMS packing (partitioning) problem for an MS property \( \Phi \) is the problem of packing (partitioning the vertices of) a given graph \( G \) with a maximum (into a minimum or maximum) number of connected subgraphs with property \( \Phi \). All EMS packing and partitioning problems can be expressed as linear EMS extremum problems as follows. Let \( X \) be the union of edges in the subgraphs asked for. We require that each maximal connected component of the graph induced by \( X \) has property \( \Phi \) (and, in the case of partitioning, that every vertex of \( G \) be incident to some edge of \( X \)). \( Y \) is a set of representatives of the maximal connected components of the induced graph. These conditions on \( X \) and \( Y \) are easy to express with an MS formula \( \Phi'(X, Y) \) and we seek the extremum of \( |Y| \) constrained by \( \Phi' \). Since we require disjointness we cannot easily express covering problems, and since we require connectedness we cannot phrase the chromatic index problem in this way. This appears to be no coincidence, since only those packing and partitioning problems expressible in this way have been shown to be linear time solvable.

The concept of EMS problems is very powerful since many of the NP-hard problems for graphs are EMS problems. Some are gathered in the following theorems where we use the terminology of Garey and Johnson [22].

The proofs of the theorems are almost trivial. In most cases one has only to perform a straightforward transformation of the definition of the problem into an extended second-order expression. We will give one example from each theorem.

**Theorem 3.5.** The following properties are MS properties: domatic number for fixed \( K \) \([GT3]\), graph \( K \)-colorability for fixed \( K \) \([GT4]\), achromatic number for fixed \( K \) \([GT5]\), monochromatic triangle \([GT6]\), partition into triangles \([GT11]\), partition into isomorphic subgraphs for fixed connected \( H \) \([GT12]\), partition into Hamiltonian subgraphs \([GT13]\), partition into forests for fixed \( K \) \([GT14]\), partition into cliques for fixed \( K \) \([GT15]\), partition into perfect matchings for fixed \( K \) \([GT16]\), covering by cliques for fixed \( K \) \([GT17]\), covering by complete bipartite subgraphs for fixed \( K \) \([GT18]\), induced subgraph with property \( P \) (for monadic second-order
properties \( P \) and fixed \( K \)) [GT21], induced connected subgraph with property \( P \) (for monadic second-order properties \( P \) and fixed \( K \)) [GT22], induced path for fixed \( K \) [GT23], cubic subgraph [GT32], Hamiltonian completion for fixed \( K \) [GT34], Hamiltonian circuit [GT37], directed Hamiltonian circuit [GT38], Hamiltonian path (and directed Hamiltonian path) [GT39], subgraph isomorphism for fixed \( H \) [GT48], graph contractability for fixed \( H \) [GT51], graph homomorphism for fixed \( H \) [GT52], path with forbidden pairs for fixed \( n \) [GT54], kernel [GT57], degree constrained spanning tree for fixed \( K \) [ND1], disjoint connecting paths for fixed \( K \) [ND40], chordal graph completion for fixed \( K \), chromatic index for fixed \( K \), spanning tree parity problem, distance d chromatic number for fixed \( d \) and \( k \), thickness \( \leq K \) for fixed \( K \), membership for each class \( C \) of graphs which is closed under minor taking (all of these last problems are unnumbered).

**EXAMPLE.** Consider the last case of Theorem 3.5. All minors of a given graph are obtained by first taking a subgraph and then contracting a set of edges. The contraction operation for an edge replaces it and its two end-vertices with a new vertex, and this vertex will have a neighborhood which is the union of the neighborhoods of the two original vertices (thus, the homoeomorph familiar from Kuratowksi theorem is a minor constrained so that only edges with one endvertex of degree two can be contracted). According to Wagner's Conjecture (or Robertson–Seymour's theorem [31]), the class \( C \) is exactly characterizable by a finite list of forbidden minors. Call these minors \( M_1, \ldots, M_q \). For a given graph \( H \), let \( P_H \) be the graph property “The graph has \( H \) as a minor.” \( P_H \) is easily expressed as an MS-property using the predicates \textit{Adjacent} and \textit{Connected} defined in the introduction. Introduce set variables \( X_1, \ldots, X_r \) for the \( r \) vertices of \( H \) and let \((f_i, t_i)_{i=1}^r \) be the list of pairs of adjacent vertices in \( H \) (each pair arbitrarily ordered). \( P_H \) is now defined by the formula

\[
\exists X_1 \ldots \exists X_r \\
\text{Connected}(X_1) \land \ldots \land \text{Connected}(X_r) \\
\land \text{Adjacent}(X_{f_i}, X_{t_i}) \land \ldots \land \text{Adjacent}(X_{f_j}, X_{t_j}) \\
\land \bigwedge_{i=1}^r \bigwedge_{j=i+1}^r \neg \exists x \ x \in X_i \land x \in X_j,
\]

and likewise the property that the graph has none of \( M_1, \ldots, M_q \) as minors can be expressed in MS-logic as

\[

\neg \left( P_{M_1} \lor \ldots \lor P_{M_q} \right).

\]
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THEOREM 3.6. The following problems are linear EMS extremum problems such that $|G|$ is the number of vertices and edges in $G$: vertex cover [GT1], dominating set [GT2], feedback vertex set [GT7], feedback arc set [GT8], partial feedback edge set for fixed maximum cycle length $l$ [GT9], minimum maximal matching [GT10], partition into cliques [GT15], clique [GT19], independent set [GT20], induced subgraph with property $\Pi$ (for $MS$ property $\Pi$) [GT21], induced connected subgraph with property $\Pi$ (for $MS$ property $\Pi$) [GT22], induced path [GT23], balanced complete bipartite subgraph [GT24], bipartite subgraph [GT25], degree-bounded connected subgraph for fixed $d$ [GT26], planar subgraph [GT27], transitive subgraph [GT29], unconnected subgraph [GT30], minimum $K$-connected subgraph for fixed $K$ [GT31], minimum equivalent digraph [GT33], Hamiltonian completion [GT34], multiple choice matching for fixed $J$ [GT55], $k$-closure [GT58], path distinguishers [GT60], maximum leaf spanning tree [ND2], maximum length-bounded disjoint paths for fixed $J$ [ND41], maximum fixed-length disjoint paths for fixed $J$, [ND42], minimum edge(vertor) deletion for any $MS$ property $P$ [40].

As an example, the property that $X_1$ is a dominating set of a graph is expressed by

$$\text{Dom}(X_1) = \forall v, \ V(v) \rightarrow \exists w, \ w \in X_1 \land \text{Adj}(v, w).$$

With a weight function $f_1$ that is identically 1 on the vertex set, the dominating set problem [GT2] of [22] is directly solved from the solution to the EMS minimisation problem of $|X_1|$ subject to $\text{Dom}(X_1)$.

THEOREM 3.7. These problems are linear EMS extremum problems: bounded diameter spanning tree for fixed $D$ [ND4], multiple choice branching for fixed $m$ [ND11], Steiner tree in graphs [ND12], maximum cut [ND16], longest circuit [ND28], longest path [ND29].

The difference between the problems in Theorem 3.6 and those in Theorem 3.7 is that the latter contain an integer valued weight function, whereas the former contain only weight functions with a finite set of values (typically only the value 1, so that the cardinality of a set is measured). As an example, the property that $X_v$ and $X_e$ are the vertices and edges of a circuit, $\text{Circuit}(X_v, X_e)$, can be expressed informally as "$X_v$ consists exactly of the end vertices of edges in $X_e$; the subgraph of $G$ with vertices $X_v$ and edges $X_e$ is connected; every vertex in $X_v$ is incident to exactly two edges in $X_e$".

So, [ND28] of [22] is directly solvable from the solution of the maximization problem of $\sum_{x \in X_e} w(x)$ subject to $\text{Circuit}(X_v, X_e)$. 

\[\text{Dom}(X_1) = \forall v, \ V(v) \rightarrow \exists w, \ w \in X_1 \land \text{Adj}(v, w).\]
Theorem 3.8. The following problems are EMS problems: partition into isomorphic subgraphs for fixed $H$ \cite{GT12}, partition into perfect matching \cite{GT16}, $K$th best spanning tree for fixed $K$ \cite{ND9}, bounded component spanning forest for fixed $K$ \cite{ND10}, minimum cut into bounded sets \cite{ND17}, shortest weight-constrained path \cite{ND30}, $K$th shortest path for fixed $K$ \cite{ND31}.

Example. Problem \cite{ND30} of \cite{22} can be defined with the formula 
\[
\text{Path}(f, t, X_v, X_e) = \text{"$X_e$ is the edge set of a path from $f$ to $t$ over vertices $X_v$," similarly defined as the predicate Circuit above. We use two weight sets given in the instance, the weights $w$ and the lengths $l$ of edges. The evaluation relation will be}
\]
\[
\left( \sum_{x \in X_e} w(x) \leq W \right) \land \left( \sum_{x \in X_e} l(x) \leq K \right),
\]
where $W$ and $K$ are integers given with the instance.

Remark. In all the above results (Theorems 3.5 to 3.8) the properties considered are MS, linear EMS or EMS over the class of all graphs. In case the considered properties are restricted to special classes of graphs, then it might not be necessary to fix all of the constants that we have fixed above. For instance domatic number \cite{GT3}, chromatic number \cite{GT4} and graph Grundy numbering \cite{GT56} are EMS problems over the class of graphs of treewidth at most $m$, for constant $m$.

4. Interpretablity for Algorithmic Problems

In this section we introduce a notion of interpretability to transform in an effective way a given algorithmic problem $P_1$ on a given class $K_1$ to a different problem $P_2$ on another class $K_2$ (hopefully simpler or more well known).

The method of interpretability is a widely used method in mathematical logic to transform one theory into another one. Especially the method of syntactic interpretation was used by Tarski, Mostowski, and Robinson \cite{41} to deduce decidability or undecidability of theories from other theories. Semantic interpretations were used by Rabin \cite{29} as a variant of the interpretability concept and proved to be a useful tool to show decidability or undecidability of theories (see also \cite{30}). A different variant was introduced by Compton and Henson \cite{17} to prove lower bounds on the complexity of logical theories. The notion of interpretability used here can be viewed as an extension of Rabin's semantic interpretations.
Let $K_1$ and $K_2$ be two classes of relational structures and let $L_1$ and $L_2$ be corresponding monadic second-order languages. Assume that there are $L_2$-formulas $\varepsilon(x_1, x_2)$, $\alpha(x)$, and $\gamma_{R_i}(x_1, \ldots, x_i)$ (for each relational symbol $R_i$ of $L_1$ of arity $l_i$, where $R_1, \ldots, R_k$ are assumed to be all relational symbols of $L_1$), which have only the indicated variables as free variables. For each structure $G$ of $K_2$ and each $L_2$ formula $\delta(x_1, \ldots, x_i)$ define $G(\delta)$ to be the $s$-ary relation which is defined by $\delta$ in $G$, i.e., \[(a_1, \ldots, a_s) \in \delta \cup a_i \text{ is in the domain of } G \text{ for all } i: 1 \leq i \leq s \text{ and } G \models \delta[a_1, \ldots, a_s].\]

We also require that $G(\varepsilon)$ is an equivalence relation for every $G \in K_2$. For simplicity denote the sequence $(\alpha, \gamma_{R_1}, \ldots, \gamma_{R_k}, \varepsilon)$ of $L_2$ formulas as interpretation $I$ and define $G^I$ for each structure $G \in K_2$, by

$$G^I := \left( G(\alpha), G(\gamma_{R_1}), \ldots, G(\gamma_{R_k}) \right) / G(\varepsilon),$$

where $/G(\varepsilon)$ denotes the factorisation by the equivalence relation $G(\varepsilon)$. $G^I$ is obviously a structure for $L_1$, but not necessarily a structure in $K_1$. A simple example of interpretation is worked out in the Appendix.

**Definition 4.1.** $K_1$ is said to be linear (polynomial) time interpretable into $K_2$ with respect to $L_1$, $L_2$ if there is an $I$ as above and an algorithm $A$ which constructs for each $G \in K_1$ a structure $A(G) \in K_2$ in time linear (polynomial) in $|G|$ such that:

$$G \equiv (A(G))^I$$

We need one more definition to cover the case where there also are evaluations $f_1^G, \ldots, f_m^G$ for each structure $G \in K_1$.

**Definition 4.2.** $K_1$ is said to be evaluation preserving linear (polynomial) time interpretable into $K_2$ with respect to $L_1$, $L_2$ if there is an $I$ as above and an algorithm $A$ which constructs for each $G \in K_1$ a structure $A(G) \in K_2$ in time linear (polynomial) in $|G|$ such that there exists an isomorphism $h: (A(G))^I \rightarrow G$ satisfying

$$f_i^G(h([a]G(\varepsilon))) = \sum_{a' \in [a]G(\varepsilon)} f_i^{A(G)}(a')$$

for every $a \in G(\alpha)$ (here $[a]G(\varepsilon)$ denotes the equivalence class of $G(\varepsilon)$ generated by $a$).

Each interpretation gives a canonical way to transform EMS problems for $K_1$ into EMS problems for $K_2$. To define this transformation we define first a transformation from $L_1$ formulas into $L_2$ formulas. This can
be done by induction on the structure of the formulas in the following way:

\[(x \in X)^{'} := \exists y(\varepsilon(y, x) \land y \in X)\]

\[(x_1 = x_2)^{'} := \varepsilon(x_1, x_2)\]

\[R(x_1, \ldots, x_{i_R})^{'} := \exists y_1, \ldots, y_{i_R} \left( \bigwedge_{i < i_{R}} \varepsilon(x_i, y_i) \land \gamma_{i_R}(y_1, \ldots, y_{i_R}) \right)\]

de for each relational symbol \( R \) from \( L_1 \)

\[(-\varphi)^{'} := -((\varphi^{'}))\]

\[(\varphi \land \psi)^{'} := \varphi^{'} \land \psi^{'}\]

\[(\exists x \varphi)^{'} := \exists X(\varphi^{'} \land \alpha(x))\]

\[(\exists x \varphi)^{'} := \exists X(\varphi^{'}).\]

Evaluation terms and relations do not have to be changed. Denote the following transformation of an EMS-problem \( P \) by \( P^{'} \). If \( P \) is defined using MS formula \( \Phi(X_1, \ldots, X_l) \), then \( P^{'} \) will be the EMS problem which is \( P \) with the only difference that it uses instead the MS formula

\[\Phi^{'}(X_1, \ldots, X_l) \land \bigwedge_{i=1}^{l} \forall z_1, z_2(z_1 \in X_i \land \varepsilon(z_1, z_2)) \rightarrow z_2 \in X_i.\]

The added conjunction will ensure one-to-one correspondence of solutions and weight sets of the two problems over the two domains. The following result will be a helpful tool to prove linear (polynomial) complexity for EMS problems.

**Theorem 4.3.** Assume that \( P \) is an EMS-problem on a class \( K_1 \), and let \( I \) be an evaluation preserving linear (polynomial) time interpretation of \( K_1 \) into a class \( K_2 \). If \( P^{'} \) can be solved over \( K_2 \) in linear (polynomial) time, then \( P \) can also be solved in linear (polynomial) time over \( K_1 \).

**Proof.** To prove this theorem one has to show that \( P(G) \) is equivalent to \( P^{'}(\mathcal{A}(G)) \) for all \( G \in K_1 \). But this follows easily from the definitions, by induction over the structure of the MS formulas. Specifically, we must show first (i) and then (ii) below for an arbitrary \( G_2 \in K_2 \):

(i) For all \( b_i \in G_2(\alpha) \) and all \( B_j \subset G_2(\alpha) \) such that \((\ldots, b_i, \ldots, B_j, \ldots) \in G_2(\varphi^{'}), \) and all \( b_i^{'} \) such that \( \varepsilon(b_i, b_i^{'}) \) and \( B_j^{'} \) such that, for all \( b_j \in B_j \) there is a \( b_j^{'} \in B_j^{'} \) with \( \varepsilon(b_j, b_j^{'}) \) and for all \( b_j^{'} \in B_j^{'} \) there is a \( b_j \in B_j \) with \( \varepsilon(b_j, b_j^{'}) \), it holds that \((\ldots, b_i, b_i^{'}, \ldots) \in G_2(\varphi^{'}), \)

(ii) for all \((\ldots, b_i, b_i^{'}, \ldots) \in G_2(\varphi^{'}), \) we also have \((\ldots, [b_i], [b_i^{'}, \ldots] \in G_2(\varphi), \) where \([ \) refers to equivalence classes generated by \( G_2(\varepsilon).\)
From (i) and (ii) follows that $G_2 \models \varphi'$ if and only if $G_2' \models \varphi$. □

The following technical lemma is useful in the applications of the theorem.

**Lemma 4.4.** Evaluation preserving linear (polynomial) time interpretability is transitive.

**Proof.** The proof of this lemma is straightforward; if we have the pairs of structure class and language $(K_1, L_1)$, $(K_2, L_2)$, and $(K_3, L_3)$, and a linear (polynomial) time interpretation is given by $(I_{12}, \mathcal{A}_{12})$ from $(K_1, L_1)$ to $(K_2, L_2)$ and by $(I_{23}, \mathcal{A}_{23})$ from $(K_2, L_2)$ to $(K_3, L_3)$, then the pair of composed functions $(I_{12} \circ I_{23}, \mathcal{A}_{12} \circ \mathcal{A}_{23})$ yields a linear (polynomial) time interpretation from $(K_1, L_1)$ to $(K_3, L_3)$. □

**Remark.** The restriction of $K_2$ to be a class of relational structures is not necessary. The interpretability notion can easily be extended to arbitrary classes of structures. Moreover, other languages than monadic second-order logic can be considered.

We will now show how MS and EMS problems for our type of graphs (vertex and edge labeled mixed graphs) of bounded treewidth are interpreted into the class of EMS problems for labeled binary trees, where binary trees are represented by relational structures where the nodes of the trees are objects in the universe of the structure and the tree structure is described by the left and right son relations $L$ and $R$. First a tree decomposition of $G$ is used to produce a labeled tree. Then the tree is transformed to a labeled binary tree.

**Theorem 4.5.** For each natural number $m$ every class $K_1$ of graphs whose treewidth is bounded by $m$ is evaluation preserving polynomial time interpretable into the class of binary trees. If the graphs from $K_1$ are given together with a tree decomposition then the corresponding transformations can be performed in linear time.

**Proof.** As a first step in the proof of this theorem we shall prove that there is an evaluation preserving polynomial interpretation of $K_1$ into the class of trees with a bounded number of designated unary predicates. Assume that $G = (A, V, E, D, P_1, \ldots, P_p, R_1, R_2, R_3) \in K_1$ is given. At first one constructs a tree decomposition $(T, S)$, where $S = \{X, t \text{ is a vertex in } T\}$, using Lemma 3.2. Then one takes the tree $T$ and constructs from it a new tree $T'$ with some designated unary predicates as follows. For each vertex $t$ of $T$ and each $a \in A$ such that $a \in X$, perform the following operation: add a new vertex, $a_t$, to $T'$ and connect $t$ and $a_t$ with a new edge in $T'$. 

Now define predicates $P_V$, $P_E$, and $P_D$ representing the following sets:

$$P_V := \{ a | t \text{ is a vertex in } T, a \in X_t \text{ and } V(a) \}$$
$$P_E := \{ a | t \text{ is a vertex in } T, a \in X_t \text{ and } E(a) \}$$
$$P_D := \{ a | t \text{ is a vertex in } T, a \in X_t \text{ and } D(a) \}. $$

These predicates enable us to recognize the vertices, edges, and directed edges of $G$ in $T'$. Now enumerate for each $t$ the unordered pairs $\{a, b\}$ of vertices in $X_t$. There are at most $\binom{m+1}{2}$ pairs for each $t$ since the treewidth of $G$ is bounded from $m$. For each $i: 1 \leq i \leq \binom{m+1}{2}$ define a predicate $P_{R_1}^i$ as follows:

$P_{R_1}^i$ represents the set of all $a_i, b_i,$ and $e_i$ such that $a, b, e \in X_t$ and $\{a, b\}$ is an unordered pair of vertices of $G$ with number $i$ at node $t$ and $e$ is an undirected edge of $G$ incident with $a$ and $b$.

Similarly, one enumerates all ordered pairs $(a, b)$ of vertices in $X_t$ (for each $t$) and defines a predicate $P_{R_2}^i$ (for $i: 1 \leq i \leq (m+1)^2$) as follows:

$P_{R_2}^i$ represents the set of all $a_i, d_i$ such that there is a vertex $b$ of $G$ such that $(a, b)$ has number $i$ at node $t$ and $d$ is a directed edge of $G$ with head $b$ and tail $a$.

Now define for each $i: 1 \leq i \leq (m+1)^2$ a predicate $P_{R_3}^i$ as follows:

$P_{R_3}^i$ represents the set of all $b_i, d_i$ such that there is a vertex $a$ of $G$ such that $(a, b)$ has number $i$ at node $t$ and $d$ is a directed edge of $G$ with head $b$ and tail $a$.

A remaining problem is that there are different vertices in $T'$ which represent one and the same vertex of $G$. To solve this problem, observe that it is possible to color the vertices of $G$ with $2m+2$ colors such that for all adjacent vertices $t, t'$ of $T$ and each pair of vertices $a, b$ from $G$ with $a \neq b$, $a$ and $b$ are colored with different colors if they are both contained in $X_t \cup X_{t'}$. This follows easily from the definition of a tree decomposition and the fact that the width of $G$ is bounded by $m$. Moreover, such a coloring can be constructed in linear time if the tree decomposition is given. Hence assume that the vertices of $G$ are colored with colors $C_1, \ldots, C_{2m+2}$ in this way. For each $i: 1 \leq i \leq 2m+2$ define a new predicate $P_{C_i}$ so that it represents the set of all vertices $a_i \in T'$ such that $a$ is colored in $G$ with $C_i$. Moreover, define $P_i'$ (for each $i: 1 \leq i \leq p$) to be the unary predicate which represents the set of all $a_i$ for which $P_i(a)$ holds in $G$. Let $f^G_1, \ldots, f^G_m$ be the evaluations for $G$ and let $g$ be a function from $A$ to the vertex set of $T$ such that $a \in X_{g(a)}$ for each $a \in A$. It is obvious that such a function exists and can be constructed in linear time from a given tree decomposition. For each $G, (T, S)$ as above
we define \( \mathcal{A}(G) := T' \). It remains to define the new evaluations \( f_{i}^{\mathcal{A}(G)} \).

This is done by

\[
f_{i}^{\mathcal{A}(G)}(v) := \begin{cases} f_{i}^{G}(a) & \text{if } v = a_{g(a)} \\ 0 & \text{otherwise} \end{cases}
\]

for all \( i: 1 \leq i \leq m \). Now the formulas of the interpretation can be chosen as follows. First define

\[
\varepsilon_{i}(x, y) := \bigvee_{1 \leq i \leq 2m+2} (P_{c_{i}}(x) \land P_{c_{i}}(y)) \land \text{"there exists an } x, y \text{ path whose internal vertices all have a neighbour satisfying } P_{c_{i}}\text{"}.
\]

The parts of this formula enclosed in " " can easily be formalized in the corresponding monadic second-order language. The definition of \( \varepsilon(x, y) \) is now easy:

\[
\varepsilon(x, y) := x = y \lor (P_{v}(x) \land P_{v}(y) \land \varepsilon_{i}(x, y)).
\]

Choose as \( \alpha(x) \) a formula in a language for \( T' \) expressing \( x \) has degree 1; then define:

\[
\begin{align*}
\gamma_{v}(x) & := P_{v}(x) \\
\gamma_{e}(x) & := P_{e}(x) \\
\gamma_{d}(x) & := P_{d}(x) \\
\gamma_{r_{1}}(x, y) & := P_{v}(x) \land P_{e}(y) \land \bigvee_{1 \leq i \leq \binom{m+1}{2}} P_{r_{1}}^{i}(x) \land P_{r_{1}}^{i}(y) \\
\gamma_{r_{2}}(x, y) & := P_{v}(x) \land P_{d}(y) \land \bigvee_{1 \leq i \leq (m+1)^{2}} P_{r_{2}}^{i}(x) \land P_{r_{2}}^{i}(y) \\
\gamma_{r_{3}}(x, y) & := P_{v}(x) \land P_{d}(y) \land \bigvee_{1 \leq i \leq (m+1)^{2}} P_{r_{3}}^{i}(x) \land P_{r_{3}}^{i}(y) \\
\gamma_{r_{4}}(x) & := P_{r_{4}}^{i}(x) \quad \text{for all } i: 1 \leq i \leq s.
\end{align*}
\]

For the proof that this indeed gives an evaluation preserving polynomial time interpretation one has only to keep in mind all the above definitions.
Note that the tree $T'$ has no vertex of degree 2 (unless the tree decomposition has redundant nodes in the tree $T$, which is easy to avoid).

To end the proof of Theorem 4.5 via transitivity we have to go from the class of labeled trees without vertices of degree 2 to the class of labeled binary trees.

Let $T'$ be a tree without vertices of degree 2. From this tree build a new tree $T''$ which has a vertex $t_0$ of degree 2 and, besides $t_0$, only has vertices of degree 3 and 1. This can be done as follows. Introduce a new predicate $P_c$ such that adjacent vertices will have different values for $P_c$, which is possible since trees are two-colorable. Recursively split the vertices of degree $d \geq 4$ into two adjacent vertices, one with degree $d - 1$ and one with degree 3, both having the same value for $P_c$ as the old vertex. Finally, when all the vertices have degree 3 or 1, one vertex which was of degree 1 in $T''$ is split into one vertex of degree 1 and one, $t_0$, of degree 2.

Using the ideas of this construction it is not difficult to find a corresponding interpretation. When a vertex is split, one of the new vertices obtains the evaluations and unary predicates of the old vertex and the other obtains the evaluation 0 and false predicates.

An evaluation preserving linear time interpretation of the class of labeled trees with one vertex of degree 2 and the rest of the vertices of degree 1 or 3 into the class of labeled binary trees is easily found. Simply take the vertex of degree 2 as the root and choose an arbitrary ordering. Then the old unoriented tree can be recognized, since two vertices in the old tree are adjacent if and only if one of the corresponding nodes in the binary tree is a left or a right son of the other.

An example of the preceding construction is given in the appendix.

5. Obtaining the Algorithm

Most of the techniques we need to decide MS properties and solve EMS problems were developed during the late sixties in studies of decision problems in logic, particularly the weak monadic second-order theory of two successors, which is very similar to the monadic second-order theory of binary trees with left and right sons indicated by predicates $L$ and $R$. The most relevant papers (for this application) are Doner [20] and Thatcher and Wright [42]. Since those applications were somewhat different from ours, we prefer to give a repackaged exposition using contemporary graph- and automata-theoretic terminology. We follow [42] except that we omit their discussion of regular sets.
DEFINITION 5.1. A tree automaton $M = (S, \Sigma, \delta, s_0, A)$ is a quintuple where:

- $S$ is a finite set of states
- $\Sigma$ is a finite set, the alphabet, disjoint from $S$
- $\delta$ is a transition function $S \times S \times \Sigma \to S$
- $s_0$ is the initial state, $s_0 \in S$
- $A$ is the set of accepting states, $A \subseteq S$.

A tree automaton $M = (S, \Sigma, \delta, s_0, A)$ executes a binary tree whose nodes are labeled with elements from the alphabet $\Sigma$ by assigning states to its nodes. The empty tree has state $s_0$. If the sons of node $v$ were assigned states $s_l$ and $s_r$, respectively, and node $v$ is labeled $a$, $a \in \Sigma$, then $v$ will be assigned state $\delta(s_l, s_r, a)$ (e.g., a leaf with label $a$ will be assigned state $\delta(s_0, s_0, a)$). $M$ accepts a tree if it assigns a state in $A$ to its root. Obviously, a tree automaton can execute a tree in time linear in the size of the tree.

In this application we want to recognize binary trees satisfying an MS formula $\Phi$. The first step is to replace every individual variable $x$ in $\Phi$ by a set variable $X$. This can be done by a transformation $I$ of the formula according to the rules

\[
(x \in Y)^I := X \subseteq Y \land \text{Sing}(X)
\]

\[
(x = y)^I := X \subseteq Y \land \text{Sing}(X) \land \text{Sing}(Y)
\]

\[
L(x, y)^I := \tilde{L}(X, Y) \land \text{Sing}(X) \land \text{Sing}(Y)
\]

\[
R(x, y)^I := R(X, Y) \land \text{Sing}(X) \land \text{Sing}(Y)
\]

\[
P_i(x)^I := \tilde{P}_i(X) \land \text{Sing}(X)
\]

\[
(\exists x F)^I := \exists X F^I
\]

\[
(\neg \varphi)^I := \neg (\varphi^I)
\]

\[
(\varphi \land \psi)^I := \varphi^I \land \psi^I,
\]

where the predicate \text{Sing} has the interpretation that $\text{Sing}(X)$ is true if and only if $X$ is a singleton set, $\tilde{L}(X, Y)$ is true if and only if for every $x \in X$ and every $y \in Y$, $L(x, y)$ is true, $\tilde{R}$ is similar to $\tilde{L}$ and $\tilde{P}_i(X)$ is true if every member of $X$ satisfies $P_i$. We will now encode unary predicates and free variables of MS formulae into the node labels of the binary tree. Thus $\Sigma = \{0, 1\}^{p+m}$, with one bit for every of the $p$ unary predicates and one bit for every of the $m$ free variables in $\Phi$. 
The automaton deciding $\Phi$ is built recursively from automata recognizing subformulae of $\Phi$. The atoms $\tilde{L}(X,Y)$, $\tilde{P}(X)$, $X \subset Y$, and Sing$(X)$ are recognized by the automata in Fig. 1, and the automaton for $\tilde{R}(X,Y)$ is a simple modification of that for $\tilde{L}(X,Y)$. The transition functions in Fig. 1 are specified with the sign $-$ for "don't care" conditions, and the value of $\delta$ should be taken from the first row that matches (the dependency of $\delta$ on its third argument is just a bit test—the bit or bits tested are indicated in the column headers). The initial state is $s_0$ for the four automata of Fig. 1. Actually, Sing can be defined in terms of $c$, but this does not seem to be a great advantage in this case [42].

The logical constants in MS formulae can be reduced to $\neg$, $\land$, and $\exists$. If $\varphi$ is recognized by automaton $M = (S, \Sigma, \delta, s_0, A)$, then $\neg \varphi$ is recognized by $M_{\neg} = (S, \Sigma, \delta, s_0, S - A)$. If $\varphi_1$ and $\varphi_2$ are recognized by $M_1 = (S_1, \Sigma, \delta_1, s_{01}, A_1)$ and $M_2 = (S_2, \Sigma, \delta_2, s_{02}, A_2)$, respectively, then $\varphi_1 \land \varphi_2$ is recognized by $M_\land = (S_1 \times S_2, \Sigma, \delta_\land, (s_{01}, s_{02}), A_1 \times A_2)$, with $\delta_\land((s'_1, s'_2), (s''_1, s''_2), a) = (\delta_1(s'_1, s'_2, a), \delta_2(s''_1, s''_2, a))$.

The treatment of $\exists$ is analogous to the conversion of an ordinary nondeterministic automaton to an equivalent deterministic one. Let $\varphi(X)$ be recognized by $M = (S, \Sigma, \delta, s_0, A)$. Then $\exists X \varphi(X)$ is recognized by
$M = (\Sigma^2, \Sigma, \delta_\Sigma, \{s_0\}, A_\Sigma)$, where

$$\delta_\Sigma(s_l, s_r, a) = \{b \in \Sigma \mid s_l \in S_l, s_r \in S_r, \text{ and } b_{|X-0|} = a_{|X-0|}\}.$$

Above, $a_{|X-0|}$ is obtained from $a$ by replacing the bit representing variable $X$ by 0, and

$$A_\Sigma = \{S' \mid S' \cap A \neq \emptyset\}.$$

The preceding discussion easily gives:

**Theorem 5.2.** For each MS-property $P$ and each class $K$ of labeled binary trees, $P(G)$ for $G \in K$ can be decided in time linear in $n$.

Combining this with Theorem 4.5 we have

**Corollary 5.3** (Courcelle [19, 20]). For each MS-property $P$, and for each class $K$ of graphs of universally bounded treewidth, the problem $P(G)$ for $G \in K$ can be decided in linear time, if $G$ is given together with a tree decomposition.

**Remark.** Courcelle actually proved something stronger. He proved that the counting monadic second-order logic is decidable in linear time for classes of graphs with bounded treewidth. But the only thing that differs between this logic and the usual monadic second-order logic is that its language contains atomic formulas of the form $\text{Card}_{p,q}(X)$, which has the interpretation that $|X| \equiv q \pmod{p}$. This extension can be covered also using our approach, but we do not need it in our main applications.

### 5.1. EMS Problems

EMS problems are frequently described and solved for tree-like graph families, but the solutions are usually obtained using intuition and hard work. Specifically, a key problem is to identify certain equivalence or congruence classes [6, 19] or homomorphisms [8]. We shall see that this information is actually produced by the tree automaton compilation process and that linear time algorithms are possible under fairly general conditions. In order to see how this is done we consider the tree automaton produced by the open formula $\phi(X_1, \ldots, X_l)$, $M = (S, \Sigma \times B, \delta, s_0, A)$ which works on labeled binary trees, with labels taken from the set of $p + l$-bit vectors, $\Sigma = \{0, 1\}^p$ (one bit for each unary predicate $P_1, \ldots, P_p$, acting as a membership flag) and $B = \{0, 1\}^l$ (one bit for each free set variable, acting as a characteristic function for the sets $X_1, \ldots, X_l$). The transition function $\delta$ is of type $S \times S \times \Sigma \times B \to S$. In an ordinary MS problem, existential quantifiers are added, $M$ is converted to a non-deterministic automaton which guesses the labels (i.e., the memberships of
the current node in the $X_i$) and then the standard powerset construction is used to make it deterministic. For EMS problems this process is only slightly changed. Our counting automaton has state set $S' = 2^S$, and in every state $s \in S$ a map $m_e$ is added for every element $e \in s$. This map keeps track of possible values for the sums of the evaluations over the $X_i$ restricted to the subtree below a node. The state transition function $\delta'$ is

$$\delta'(s_1, s_2, \sigma) = \{ \delta(e_1, e_2, \sigma, b) | e_1 \in s_1 \land e_2 \in s_2 \land b \in B \}.$$ 

The maps are sets of $l$ by $m$ matrices. The map for the initial state is just a singleton set with a zero matrix. The set of maps for a non-terminal node $v$ labeled $\sigma$ and with sons $v_1$ and $v_2$ having states $s(v_1)$ and $s(v_2)$ and maps $m_e(v_1)$ and $m_e(v_2)$ is

$$m_e(v) \leftarrow \bigcup_{e_1 \in s(v_1), e_2 \in s(v_2)} \bigcup_{i_1 \in m_e(v_1), i_2 \in m_e(v_2)} \{ b^T f(v) + i_1 + i_2 \},$$

where $f(v)$ is the vector $(f_1(v), \ldots, f_m(v))$. The maps of those substates of the root falling in $A$ are precisely the possible value combinations for the $|X_i|$, so an EMS property or MS extremum problem can be solved by evaluating the corresponding evaluation relation $\psi$ or evaluation function $F$ for these value combinations. We have defined $|G|$ in Section 3. This definition corresponds to unary encoding of natural numbers and the cost will be polynomial in $|G|$. This is because all sums are less than the size of the problem instance encoding and the number of different values in the matrices of the maps is $O(|G|)$ so there are only $O(|G|^{2m})$ different matrices in the maps and the problem can be solved in time $O(|G|^{2m})$, with the uniform arithmetic cost measure. This type of algorithm is called pseudopolynomial by Garey and Johnson [22].

**Theorem 5.4.** For each EMS property $P$, and for each class $K$ of graphs of universally bounded treewidth, the problem $P(G, f_1, \ldots, f_m, K_1, \ldots, K_r)$ for $G \in K$ can be decided in time polynomial in $|G|$. 

**Theorem 5.5.** For each class $K$ of graphs of universally bounded treewidth, every EMS extremum problem $P$ can be solved in time polynomial in $|G|$ for $G \in K$.

For a linear extremum problem with objective function $\Sigma_{ij} a_{ij} |X_i|$, the maps can be replaced by counters keeping track of the extremum of the objective function over all values for the $X_i$ within each equivalence class defined by a state of $M$. The linearity of the objective function ensures that an extended principle of optimality will hold: every optimal solution on a subtree $T$ with root $n$, state $s$, and descendants $n_1$ and $n_2$ will be
optimal solutions also over subtrees rooted at $n_1$ and $n_2$ for some states $s_1$ and $s_2$ combined with an optimal choice (of memberships in the $X_i$) for $n$ leading to state $s$. All counters will be zero in the initial state, and they are updated as follows for node $n$ with sons $n_1$ and $n_2$:

$$c_e(n) \leftarrow \max_{\substack{e_1 \in s(n_1), e_2 \in s(n_2) \\ b: \delta(e_1, e_2, a(n), b) = e}} \left( \sum_{ij} f_j(n) a_{ij} + c_{e_1}(n_1) + c_{e_2}(n_2) \right).$$

The states in $S$ define a partitioning of the set of finite binary trees labeled with elements from $B$. The counter value for state $e$ of a node $n$ is the maximum, over all labelings of the subtree of $T$ rooted at $n$ falling in class $e$, of the objective function. This observation easily gives an induction proof over the depth of $T$ that the answer to the optimization problem is found from the root state $s(T)$ and its counters by

$$\max_{e \in s(T) \cap A} c_e(r).$$

This method gives linear time algorithms under the uniform cost measure as defined by Aho et al. [11], where an arithmetic operation or comparison is charged constant cost. Under the logarithmic cost measure the problem is solved in $O(n \log n)$.

**Theorem 5.6.** For each class $K$ of graphs of universally bounded treewidth, every EMS linear extremum problem $P$ can be solved in linear time with the uniform cost measure, for $G \in K$, if $G$ is given with a tree decomposition.

For enumeration problems, the transition function is the same as before while counters are initialized to 1 and we will have the following update rule:

$$c_e(n) \leftarrow \sum_{\substack{e_1 \in s(n_1), e_2 \in s(n_2) \\ b: \delta(e_1, e_2, a(n), b) = e}} c_{e_1}(n_1) c_{e_2}(n_2).$$

The answer to the problem is obtained from the counters of the root:

$$\sum_{e \in s(r) \cap A} c_e(r).$$

**Theorem 5.7.** For each MS property $P$, and for each class $K$ of graphs of universally bounded treewidth, the enumeration problem of $P(G)$ for $G \in K$ can be solved in linear time in $n$ with the uniform cost measure and if $G$ is given with a tree decomposition.
COROLLARY 5.8. For classes of graphs with universally bounded treewidth the following holds: All problems mentioned in Theorems 3.5, 3.6, and 3.7 can be decided in time linear in \( n \), if the graphs are given together with a tree decomposition. All problems mentioned in Theorem 3.8 can be decided in time polynomial in \( |G| \).

Bodlaender [12] has shown that the problem of deciding treewidth \( \leq k \) and, for a positive answer, finding a balanced (depth \( O(\log n) \)) tree decomposition with treewidth \( \leq 3k + 2 \) is in NC. For a balanced tree, our main algorithms are obviously in NC:

COROLLARY 5.9. All MS and EMS problems are in NC for graphs of bounded treewidth, even when no tree decomposition is given with the graph.

6. APPLICATION: RELIABILITY CALCULATIONS

The engineering literature on reliability analysis abounds with suggestions how to compute the probability of an event defined with a graph or a logical expression from a set of probabilities of independent primary events. In one family of problems, a communication system is analyzed. The set of primary events represents the status (up or down) of links and sites of the system, modeled as edges and vertices of a graph. The system event under study is then a communication ability such as the connectedness of the partial graph spanned by links and sites that are up, existence of a path between designated vertices involving only links and sites that are up, etc. Another family of problems is systems reliability calculations. Here the primary events can be any conditions arising, by internal malfunctioning or external influence, in an arbitrary technical system. The system event is expressed with a "fault tree," essentially a propositional logic function represented by a Boolean expression where the atoms are the primary events and the operators are boolean operators such as OR, AND, NOT, etc. With identification of common subexpressions, the expression is representable as a labeled directed acyclic graph (a dag). Both the problem families are easy when defined on structures whose underlying graphs have bounded treewidth. In this section we will consider the first family of problems. The second family is in certain respects both more difficult and more important (because of its relation to probabilistic logic and artificial intelligence, see, e.g., Genesereth and Nilsson [23]), and will be considered in future work.

The communication system is modeled by a graph with the set \( X \) denoting a subset of those components (sites and links, represented by vertices and edges) whose influence on system behavior is under analysis. \( X \) actually denotes the "down" subset of this set and we will call the whole
set the set of primary events. We thus identify, for simplicity but unness-
sarily, events and components. In a real application one typically considers
different failure modes of components. We require that the system event
under study can be defined as a set of subsets of the primary event set,
using an MS formula \( \Phi(X) \) (and the set so defined is \( \{A: G \models \Phi[A]\} \)). It
is easy to see from the examples in previous sections, on deﬁnitions of
connectedness and existence of certain paths, that the system events
typically of interest in communications reliability analysis can be deﬁned
in this way. We want to compute the probability of the system event, given
probabilities of the primary events which are assumed to be independent.
Again, this is a simpliﬁcation but when the primary events are dependent
they can often be modeled on combinations of some other events that are
independent.

The problem we set out to solve is a weighted enumeration problem.
The probability we seek is the sum over all subsets of primary events, \( A \)
such that \( G \models \Phi[A] \), of the probability that \( A \) is the set of “down”
components. The interpretation of the graph (of bounded treewidth) into
a binary tree will put nodes corresponding to primary events at the leaves.
Higher up in the tree we will have nodes that are assigned states depen-
dent on the assignment of primary event nodes to \( X \). We can think of the
state of a node as an event deﬁned in terms of the primary events, so there
are many events of the type “node \( u \) is in state \( s \)” Although many nodes
in the binary tree \( T(G) \) may be derived from one primary event edge or
vertex in \( G \), only one will have its weight and the state transition function
will ensure that the others will share its membership in \( X \). Thus, the
events (primary and deﬁned) described in two disjoint subtrees of \( T(G) \)
will always be independent in those cases where they combine into a state
that may lead to an accepting state. We now assign counters to the
automaton for \( \Phi(X) \) so that the counters of a node \( u \) labeled \( \sigma(n) \) will be
assigned the probability distribution of its state. Denote the transition
function \( \delta: S \times S \times \Sigma \times \{0, 1\} \rightarrow S \), where the last argument flags the
nodes membership in \( X \). For a primary event node, the weight \( f_1 \) will be
its given probability, and for other terminal nodes \( f_1 \) is zero. The rule for
terminal node \( u \) and state \( e \in S \) will be

\[
c_e(u) \leftarrow \begin{cases} f_1(n) & \text{if } e = \delta(s_0, s_0, \sigma(n), 1) \\ 1 - f_1(n) & \text{if } e = \delta(s_0, s_0, \sigma(n), 0) \\ 0 & \text{otherwise}, \end{cases}
\]

and, for a non-terminal node \( u \) with sons \( u_1 \) and \( u_2 \), we have

\[
c_e(u) \leftarrow \sum_{e_1 \in s(u_1), e_2 \in s(u_2)} c_{e_1}(u_1) c_{e_2}(u_2).
\]
The probability of $\Phi(X)$ is obtained analogously to the answer to the enumeration problem as the sum of counts associated with accepting states of the root node.

7. Conclusions and Extensions

We have seen that large and easily described families of problems admit efficient algorithms on families of graphs of bounded treewidth. The results presented here imply, e.g., all the complexity results presented by Takamizawa, Nishizeki, and Saito [40], Arnborg and Proskurowski [6], Bern, Lawler, and Wong [8].

We do not expect that our results can be significantly strengthened, i.e., that there are many natural properties not definable as MS or EMS properties that can be decided in linear time, for graphs of bounded treewidth. But some strengthenings should be possible: e.g., besides the sums $\sum_{a \in A} f_j(a)$ one should consider $\max_{a \in A} f_j(a)$ in the evaluation term. It would also be nice to find a logic which could unify the monadic second-order part and the evaluation relation in one formula.

Our interpretability concept can be used also for other graph-like structures than those described above. Hypergraphs are an example of structures which in certain cases (e.g., when the clique representation is of bounded treewidth) can be interpreted on binary trees. The branch width [33] can be used instead of treewidth as a decomposition tool, and a similar coding as in Section 4 takes us to binary trees. It is also possible to interpret graphs of bounded treewidth into trees obtained from parse trees of the given graphs, as defined in [15, 19, 43].

Co-graphs [18] and complement $k$-decomposable [3] graphs can be interpreted into binary trees, but in these cases it is not possible to allow edge sets or evaluations on edges in the MS formulae (and thus the incidence relations are only indirectly accessible via the (directed or undirected) adjacency relation). So we have shown in the examples following Theorems 3.5 to 3.8 that the membership problem for a property closed under minor-taking and dominating set can be solved in linear time on such families. But it is unlikely that we can solve any of the problems in Theorems 3.7 and 3.8 involving edge weights on such families efficiently.

Appendix A: Examples of Interpretability

We consider the following example: Let $K_1$ be the class of all $3 \times n$-grids for $n \geq 1$, and let $K_2$ be the class of all trees with three unary predicates. Assume for simplicity that the graphs in $K_1$ and $K_2$ are relational
structures with one binary irreflexive symmetric relation $Adj$ (the adjacency relation of vertices). Then the formulas of an interpretation of $K_1$ into $K_2$ are

$$
\varepsilon(x_1, x_2) := x_1 = x_2,
$$

$$
\alpha(x_1) := \exists x_2(x_1 \neq x_2 \land Adj(x_1, x_2)
\land \neg \exists x_3(x_1 \neq x_3 \land x_2 \neq x_3 \land Adj(x_1, x_3)))
$$

and

$$
\lambda_{Adj}(x, y) := \exists z(Adj(x, z)
\land Adj(y, z) \land ((P_1(x) \land P_2(y)) \lor (P_3(x) \land P_3(y))
\land (P_3(x) \land P_3(y)) \lor (P_3(x) \land P_2(y))))
\lor \exists z_1 \exists z_2(Adj(z_1, z_2)
\land Adj(x, z_1) \land Adj(y, z_2) \land ((P_3(x) \land P_3(y))
\lor (P_2(x) \land P_2(y))
\lor (P_3(x) \land P_3(y)))).
$$

Let $G \in K_1$ be the grid of Fig. 2. Then $\mathcal{A}(G)$ is the tree of Fig. 3.

For the interpretation $I = (\alpha, \lambda_{Adj}, \varepsilon)$, it is now easy to see that it holds:

$$(\mathcal{A}(G))^I \cong G.$$ 

Moreover, it is not difficult to see that for each $3 \times n$-grid $G' \in K_1$ there is a tree $\mathcal{G}(G') \in K_2$ such that

$$G' \cong (\mathcal{G}(G'))^I.$$ 

Fig. 2. Graph $G$ in $K_1$. 

We will now give an example of our main interpretability application, from partial 2-trees to binary trees. Consider the graph $G$ in Fig. 4.

A tree-decomposition of $G$ can be found in Fig. 5, where the sets $X_i$ for the vertices 1, 2, and 3 of the tree are illustrated as the content of the rectangles representing the vertices. The tree $T'$ representing the first transformation is shown in Fig. 6.

The predicates $P_V$ and $P_E$ represent the following vertices: $\{a_1, b_1, c_1, b_2, d_2, d_3, k_3\}$ and $\{e_1, f_1, g_1, h_2, j_3\}$. $P^1_{R_1}$, $P^2_{R_1}$, and $P^3_{R_1}$ could be
defined as \( \{a_1, b_1, f_1, b_2, d_2, h_2, d_3, k_3, i_3\} \), \( \{a_1, c_1, e_1\} \), and \( \{b_1, c_1, g_1\} \), respectively. Now it is not difficult to define the unary and binary predicates of \( G \) using the corresponding predicates of \( T' \). The remaining problem is that there are different vertices in \( T' \) which represent one and the same vertex of \( G \), e.g., \( b_1 \) and \( b_2 \) represent both \( b \). The coloring used to identify vertices is shown in Fig. 7. In logic language, \( P_{C_1} \), \( P_{C_2} \), \( P_{C_3} \), and \( P_{C_4} \) represent the sets \( \{a_1, k_3\} \), \( \{b_1, b_2\} \), \( \{c_1\} \), and \( \{d_2, d_3\} \), respectively. We can
see that the vertices in $G$ corresponding to $a_1$ and $k_3$ in $T$ are not the same, because the path between vertices 1 and 3 also passes 2 which does not contain a vertex colored with the common color of $a_1$ and $k_1$.

In Fig. 8, finally, we have made the tree $T''$ with vertices of degree 1 and 3 only. The vertices which are filled indicate those that have the predicate $P_c$ set. So the connected regions of same color represent only one vertex each in $T'$.
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