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Abstract

The recent years have been marked by continuous improvements of remote sensors with applications like monitoring and management of the environment, precision agriculture, security and defense. On the one hand, the high spectral resolution is necessary for an accurate class discrimination of land covers. On the other hand, the high spatial resolution is required for an accurate description of the texture and shapes. Practically, each kind of imaging sensor can only focus on a given different operating range and environmental conditions, the reception of all the necessary information for detecting an object or classifying a scene is not possible. So, for the full exploitation of multisource data, advanced analytical or numerical image fusion techniques have been developed. In this paper, we review some popular and state-of-the-art fusion methods in different levels especially at pixel level. In addition to reviewing of different fusion methods, varied approaches and metrics for assessment of fused product are also presented.
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1. Introduction

The aim of remote sensing is extraction of information about the Earth's surface structure and content, by acquisition and interpretation of spectral measurements made at a distant location. The spectral, spatial, and temporal variation of electromagnetic energy coming from the scene contains our desired information. In order to produce a high accurate map, the classification process assigns each pixel of the image to a particular class of interest. In remote sensing systems pixels are observed in different portions of electromagnetic spectrum, therefore the remotely sensed images are vary in spectral, spatial and temporal resolution. To collect more photons and maintain image Signal to Noise Ratio (SNR), the multispectral (MS) sensors (with high spectral resolution and narrow spectral bandwidth) have a larger Instantaneous Field Of View (IFOV) (i.e. larger pixel size and lower spatial resolution) compared to panchromatic (PAN) with a wide spectral bandwidth and smaller IFOV (higher spatial resolution) sensors. With appropriate algorithms it is possible to combine these data and produce imagery with the best characteristics of both, namely high spatial and high spectral resolution. This process is known as a kind of multisensor data fusion and also called pansharpening. The fused images may provide increased interpretation capabilities and more reliable results. Performing pansharpening with hyperspectral image is more complex than performing it with MS image. It is expected, because PAN and MS images are acquired almost in the same spectral range while the spectral range of a hyperspectral image is much wider than the one of the corresponding PAN image. Authors in [1] studied and compared different fusion methods for hyperspectral data. In addition to pansharpening, some other applications of image fusion in remote sensing are represented in [2]. The fused image is a combination of two or more geometrically registered images of the same scene into a single image that is more easily interpreted than any of the originals. The fused images can provide more interpretation capabilities and reliable results. The fusion techniques are performed at three different processing levels according to the stage at which the data fusion takes place: pixel level, feature level and decision.
level. In this paper, we review the popular and state-of-the-art fusion methods in different levels especially in the pixel level. Before that, we briefly represent the different types of sensors and demand for fused remote sensing images.

1.1. Remote sensors

A sensor is an acquisition system. Whereas passive sensors operate using an external energy source, such as sun or the Earth’s surface black body emission, active sensors employ an artificial source of radiation as a probe. Satellite Pour l’Observation de la Terre (SPOT) and IKONOS are examples of passive sensors. Synthetic aperture radar (SAR) systems, which typically work in the microwave spectral region through an antenna, and light detection and ranging (LiDAR) scanners, which operate by means of a laser in the optical frequency region, are the most important active sensors [3].

The measurement and recording the energy reflected or emitted by the Earth’s, call it \( E(x, y, \lambda, t) \), is the basic task of remote sensing (RS). Each measurement is associated to a coordinate system and a function \( f(x, y) \) represents an image. In general, \( f \) depends on the spatial coordinates \( (x, y) \) and the wavelength \( (\lambda) \). Data can be acquired not only in the range between two given wavelengths but also in several channels simultaneously as in the case of MS or hyperspectral (HS) imaging sensors. Moreover, \( f \) will depend on time \( (t) \) whenever multitemporal observations are considered. \( f \) is the representative of an energy that is dependent on the independent variables \( \{x, y, \lambda, t\} \). To have the record data in a digital format, spatial coordinates \( (x, y) \) are sampled to discrete values based on sampling theory and \( f \) is also quantized to discrete values based on quantization theory [4]. In addition, wavelength \( (\lambda) \) will be discretized:

\[
f(x, y, \lambda, t) = \int \int \int \int E_r(x, y, \lambda, t)dydxd\lambda dt
\]  

As a result, image data is made up of pixels, or discrete picture elements, which each one is characterized by a vector (see Fig. 1).
Temporal resolution or revisit time, the time range between two observations of the same scene, is crucial for the most applications especially in the case of change detection and monitoring. The number of discernible discrete energy values or dynamic range is referred to radiometric resolution. If a sensor has a finer radiometric resolution, it is more sensitive to detect small differences in reflected or emitted energy. Radiometric resolution is usually related to the SNR of a sensor: the better the SNR results in higher dynamic range. From the user point of view, the main parameters of a RS acquisition system are spectral, spatial, and radiometric resolutions. The ability to distinguish between point targets, which is dependent on the geometrical properties of the imaging system, is spatial resolution. The capability of a sensor in responding to a specific wavelength interval is spectral resolution. Sensors, depending on their spectral resolution, can be classified as panchromatic, multispectral, superspectral, hyperspectral, and ultraspectral.

A panchromatic sensor operates in a unique broadband. A sensor that integrates the radiation in the visible and near-infrared (V-NIR) spectral range is the most classic example. Thus, the wavelength...
range is several hundredths of nanometers. The poor spectral resolution of a PAN sensor is usually compensated by its high spatial resolution, that is, of the order of decimeters. A MS sensor operates in several wavelength ranges. Typical MS sensors exhibit three spectral bands in the visible range.

Wavelength ranges of MS sensors are narrower than the PAN sensors and one could expect to have wavelength ranges of the order of 50 nm. Due to system constraints, MS sensors operate with a spatial resolution which is lower than PAN sensors. The term superspectral is sometimes used when the number of bands exceeds 10. When the spectral resolution becomes better than 10 nm, the sensors are denoted as HS. An HS sensor can exhibit hundreds of spectral bands. The imaging sensors with spectral resolutions up to the order of 1 nm or less are denoted as ultraspectral. The fusion of MS and HS images is discussed in [5, 6].

1.2. Demand for the fused RS products

The desired information about the Earth's surface structure and content is contained in the spectral, spatial, and temporal variation of electromagnetic energy coming from the scene. The high spectral resolution MS sensors have a lower spatial resolution compared to PAN ones which have a higher spatial resolution and a wide spectral bandwidth. With appropriate combination of these data, we can produce an image with the best characteristics of both, namely high spatial and high spectral resolution. This process is known as a kind of multi-sensor data fusion and called pansharpening of MS image. The fused images may improve the interpretation capabilities and provide more reliable results. Multi-sensor image fusion techniques combine two or more geometrically registered images of the same scene into a single image that is more easily interpreted than any of the originals [7]. PAN and MS images can be obtained by several commercial optical satellites such as SPOT, QuickBird, IKONOS, Landsat, WorldView, GeoEye, OrbView, IRS, Leica ADS40, and Pléiades. In response to why the most satellites do not collect high resolution MS images directly, to meet high spatial and high spectral
resolutions, there are two major technical limitations involved: the incoming radiation energy to the sensor, and the data volume collected by the sensor. The size of a PAN detector can be smaller than that of a MS detector to receive the same amount of incoming energy. Therefore, the resolution of the PAN sensor is higher than that of the MS sensor. In addition, a high resolution MS image has a data volume significantly greater than that of a bundled high resolution PAN image and low resolution MS image. Considering these limitations, it is clear that development of an efficient image fusion technique is the best solution for providing high spatial resolution and high spectral resolution remote sensing images. An ideal fusion process should preserve the original spectral characteristics and add spatial characteristics to the image [8].

Image fusion is performed at three different processing levels: 1) pixel level 2) feature level 3) decision level [9] (see Fig. 2). More details about these levels are explained in the next sections.

In addition to fusion of spatial and spectral information, other types of information (such as temporal variation) of remote sensing images can be fused. For example, LANDSAT satellites provide fine resolution images for land cover-mapping [10,11] while the nominal revisit rate of them is only 16 days, and so atmospheric restrictions seriously limit their potential use in monitoring of land cover changes at a seasonal or monthly scale [12]. In contrast, NOAA satellites with moderate resolution imaging spectroradiometer (MODIS) data is acquired twice a day, and therefore, the MODIS instrument is suitable for monitoring dynamic changes of land surfaces [13,14]. Due to physical and financial limitations, no sensor has yet been designed to provide satellite images with both high spatial resolution and high temporal resolution. So, development of models for fusion of the data with a high temporal frequency but coarse spatial resolution with the data that has fine resolution but low temporal frequency is a feasible and less expensive way to obtain this kind of information. A novel regularized spatial and temporal data fusion model based on spatial unmixing has been developed in [15]. The joint use of the high resolution WorldView-2 optical satellite images and the multitemporal TerraSAR-X SAR satellite images to extract the urban buildings height is proposed in [16].
Authors in [17] summarized the outcome of the 2012 IEEE GRSS multi-modal and multitemporal data fusion contest, including the contributions of three best teams.

Some multi-sensor data fusion methods are discussed in [18]. Even with geometrically registered PAN and MS images, these modalities may have dissimilarities. Some changes may occur in the scene for two different acquisition times. Authors in [19] study relationships between these remotely sensed
images for the development of fusion methods. Due to variations between these images, no obvious universal link exists. The main emphasis in [19] is that physics must be taken into account and discuss ways to do so. Because of the complexity of physics and the large number of unknowns, the assumptions are made to drive the development of fusion method. The choice of appropriate assumptions for the development of a method is crucial, with the risk to drastically weaken fusion performance.

The urban remote sensing image data fusion is discussed in [20]. The Data Fusion Committee of the IEEE geoscience and remote sensing society launched a public contest for pansharpening algorithms to identify the ones that perform best in January 2006, testing eight algorithms following different philosophies such as component substitution, multiresolution analysis, detail injection, etc. Several complete data sets from two different sensors, namely, QuickBird and simulated Pléiades were used in this study. The fusion results were collected and evaluated, both visually and objectively in [21] and discussed with more details in [22]. Two algorithms, which basically rely on multi-resolution analysis and employ adaptive models for the injection of high-pass details, have best performance in comparison with the others.

Pohl and van Genderen established a framework for image fusion at the end of the 90s [23], which described and explained mainly pixel based image fusion of Earth observation satellite data, have provided an overview on the advances in image fusion during the past 15 years in [24]. They provided insight into new trends with assembling information about new remote sensing image fusion techniques, recent technical developments and their influence on image fusion, and also introduced the international societies, working groups, and new publications. They presented a categorization of fusion techniques used at pixel level in remote sensing [25].

A survey and discussion on Context-based information fusion is given in [26] providing a comprehensive status of recent and current research on context-based information fusion systems, discussing the current strategies and techniques, and hinting possible future trends. Context-based
information fusion processes are done in different levels such as structural and physical constraints of the scenario, a priori known operational rules between entities and environment, dynamic relationships modeled to interpret the system output, and so on. A study of remote sensing image fusion and its application in image classification is done in [27]. In this paper, we review the popular and state-of-the-art fusion methods at the pixel level (section 2), the feature level (section 3), and briefly the decision level (section 4). Moreover, the assessment measures of the fused product are presented in section 5. Finally, section 6 concludes the paper. A brief description of main acronyms used in this paper is reported in Table 1.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multispectral</td>
<td>MS</td>
</tr>
<tr>
<td>Panchromatic</td>
<td>PAN</td>
</tr>
<tr>
<td>Hyperspectral</td>
<td>HS</td>
</tr>
<tr>
<td>Component substitution</td>
<td>CS</td>
</tr>
<tr>
<td>Multiresolution analysis</td>
<td>MRA</td>
</tr>
<tr>
<td>Intensity hue saturation</td>
<td>IHS</td>
</tr>
<tr>
<td>Principal component analysis</td>
<td>PCA</td>
</tr>
<tr>
<td>Brovey transform</td>
<td>BT</td>
</tr>
<tr>
<td>Remote Sensing</td>
<td>RS</td>
</tr>
<tr>
<td>Gram-Schmidt</td>
<td>GS</td>
</tr>
</tbody>
</table>

2. Pixel level fusion methods

Multisensor image fusion combines two or more geometrically registered images of the same scene into a single image that is more easily interpreted than any of the originals. The aim is to obtain information of greater quality where the exact definition of greater quality will depend upon the applications [28]. It could mean improvement in further processing [29], better visual appearance [30], or enhancement in visual interpretation of data [31].

The synthesis of MS images at a higher spatial resolution by exploiting a PAN image is usually called pansharpening of MS image. In MS image, the spectral resolution can be up to eight bands, captured in visible and near-infrared wavelength, and the spatial resolution of PAN image can be less than half a
meter. We can achieve images with the highest resolutions in both spectral and spatial domains by fusion of PAN and MS images. The method used for fusion of individual sources must take into account the physical properties of each modality. The fusion algorithms at pixel level are generally divided into four classes: component substitution (CS), multiresolution analysis (MRA), hybrid methods (a combination of CS and MRA), and model based algorithms. Table 2 represents an overview of these classes which will be explained in the following sections.

<table>
<thead>
<tr>
<th>Different families of fusion</th>
<th>Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Component substitution (CS)</strong></td>
<td>IHS and different versions of it</td>
<td>[39],[42],[43]</td>
</tr>
<tr>
<td></td>
<td>Fast IHS</td>
<td>[44],[45],[46]</td>
</tr>
<tr>
<td></td>
<td>Generalized IHS</td>
<td>[47],[48],[49]</td>
</tr>
<tr>
<td></td>
<td>Brovey transform (BT)</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>[49],[50],[51]</td>
</tr>
<tr>
<td></td>
<td>Gram-Schmidt (GS)</td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>Decimated wavelet transform</td>
<td>[54],[55]</td>
</tr>
<tr>
<td></td>
<td>Discrete “wavelet packet”</td>
<td>[70]</td>
</tr>
<tr>
<td></td>
<td>Undecimated wavelet transform</td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>À trous</td>
<td>[57],[59]</td>
</tr>
<tr>
<td></td>
<td>Laplacian Pyramid</td>
<td>[60]</td>
</tr>
<tr>
<td></td>
<td>Contourlet</td>
<td>[61],[62]</td>
</tr>
<tr>
<td></td>
<td>Multicontourlet</td>
<td>[69]</td>
</tr>
<tr>
<td></td>
<td>Curvelet</td>
<td>[63],[64]</td>
</tr>
<tr>
<td></td>
<td>Curvelet and contourlet</td>
<td>[67]</td>
</tr>
<tr>
<td></td>
<td>Ripplet</td>
<td>[65],[66]</td>
</tr>
<tr>
<td></td>
<td>Multiresolution fusion based on superresolution</td>
<td>[73]</td>
</tr>
<tr>
<td></td>
<td>High-Pass Filter Additive (HPFA)</td>
<td>[71]</td>
</tr>
<tr>
<td></td>
<td>Filter-based</td>
<td>[72]</td>
</tr>
<tr>
<td></td>
<td>Least-squares support vector machine (LS-SVM)</td>
<td>[76]</td>
</tr>
<tr>
<td><strong>Multiresolution analysis (MRA)</strong></td>
<td>Multiresolution fusion based on superresolution</td>
<td>[73]</td>
</tr>
<tr>
<td></td>
<td>ICA and Curvelet</td>
<td>[63]</td>
</tr>
<tr>
<td></td>
<td>ICA and wavelet decomposition</td>
<td>[77]</td>
</tr>
<tr>
<td></td>
<td>Curvelet and IHS</td>
<td>[78]</td>
</tr>
<tr>
<td><strong>Hybrid</strong></td>
<td>Combination of wavelet with HIS transform or PCA transform</td>
<td>[79]</td>
</tr>
<tr>
<td></td>
<td>Non-separable wavelet frame transform (NWFT)</td>
<td>[81]</td>
</tr>
<tr>
<td></td>
<td>Wavelet transform and sparse representation</td>
<td>[82]</td>
</tr>
<tr>
<td></td>
<td>Ripplet transform and the compressed sensing</td>
<td>[66]</td>
</tr>
<tr>
<td></td>
<td>ICA and Curvelet</td>
<td>[63]</td>
</tr>
<tr>
<td></td>
<td>Curvelet and IHS</td>
<td>[78]</td>
</tr>
<tr>
<td><strong>Model based</strong></td>
<td>Online coupled dictionary learning (OCDL)</td>
<td>[86]</td>
</tr>
<tr>
<td></td>
<td>Spatial correlation modeling</td>
<td>[93]</td>
</tr>
<tr>
<td></td>
<td>MRF model</td>
<td>[89],[90],[91]</td>
</tr>
<tr>
<td></td>
<td>Statistical model</td>
<td>[92],[85],[88]</td>
</tr>
<tr>
<td></td>
<td>Compressive sensing-based (CS) technique</td>
<td>[87]</td>
</tr>
<tr>
<td></td>
<td>Sparse matrix factorization</td>
<td>[6],[88]</td>
</tr>
<tr>
<td></td>
<td>A fast method based on solving a Sylvester equation</td>
<td>[84]</td>
</tr>
<tr>
<td></td>
<td>A hierarchical Bayesian model</td>
<td>[89]</td>
</tr>
</tbody>
</table>
Fusion process must satisfy three conditions [32]: preservation of all relevant information, elimination of irrelevant information and noise, and minimization of artefacts and inconsistencies in the fused image. The noise produced by image sensors can significantly reduce the image fusion quality. Authors in [33] proposed a method for multispectral image fusion and de-noising in the gradient domain. The changes of local details of images can be reflected by the gradients.

Before fusing the images, an image registration algorithm is usually needed to be applied in order to align the source images [34]. In other words, all images to be processed must be coregistered and georeferenced. Low spatial resolution MS images should be resampled into new images with the same resolution as PAN images. The registration errors ignored in the fusion process can significantly affect the fusion quality. A comparison of methods for the geometric and radiometric correction of remote sensing data can be found in [35]. The resampling of the MS image, is usually performed by the means of symmetric digital filtering kernels with odd lengths, that utilize piecewise local polynomials, using linear or cubic interpolation functions. The commercial MS and PAN products are relatively shifted by an odd number of half pixels because their scale ratio is an even number. To compensate the half-pixel shifts between the MS and PAN sampling grids, filters of even lengths may be exploited.

In [36], it is shown that separable polynomial interpolations of odd degrees are feasible with linear-phase kernels of even lengths. As a result, to align the expanded MS with the PAN image, the bi-cubic interpolation, which has the best trade-off between performances and computational complexity, can be applied to commercial MS plus PAN datasets, with no need of performing a further half-pixel registration after interpolation. Some methods such as [37, 38] jointly consider the registration and fusion processes. Since the sensors acquiring the PAN and MS both mounted on the same platforms, pansharpening usually does not require the challenging phase of spatial coregistration with respect to general problem of multisensor fusion.
2.1. CS methods

The CS based methods are based on the projection of MS image into another space using a transformation that separates the spatial structure from the spectral information in different components. Then, the component containing the spatial structure is replaced with the PAN image. The greater correlation between the replaced component and the PAN image, produces less distortion. Thus, we must perform histogram matching between the PAN image and the selected component before its substation. The histogram-matched PAN will have the same mean and variance of the replaced component. Finally, by bringing the data back to the original space through the inverse transformation, the pansharpening process is completed. Intensity-Hue-Saturation (IHS) [39], principal component analysis (PCA) [9], Brovey transform (BT) [40], and Gram-Schmidt (GS) [41] belong to this class of pansharpening.

The IHS transform has high ability to separate the spectral information of an RGB (Red-Green-Blue) composition in its two components, $H$ and $S$, while isolating most of the spatial information in the $I$ component [42]. A combination of discrete fractional random transform and IHS is proposed in [43]. A fast IHS fusion method is proposed in [44]. In addition to its fast computing capability for fusing images, this method can extend traditional three-order transformations to an arbitrary order. However, the fast IHS fusion as the IHS fusion technique distorts spectrum in the same way. To overcome this problem, authors in [45] consider the minimization problem for a fast IHS method. But, this method is not efficient enough to quickly fuse the high volumes of data from satellite images. Author in [46] provides a fast and easy implementation using a tradeoff parameter. The generalized IHS and HIS-like are introduced in [47] and [48] respectively for fusion of MS images with more than three bands.

PCA is a statistical technique that transforms multivariate data with correlated variables into uncorrelated variables [49]. The first principal component image, PC1, contains the information that is highly correlated to all MS bands used as input to PCA, while the spectral information unique to any of
the bands is mapped into other components. Then, PC1 is replaced by the PAN image, which is first stretched to have the same mean and variance as PC1. Authors in [50] applied the PCA transform to the spatial information of the neighboring pixels. Also, they proposed a new hybrid algorithm combining the spectral PCA and spatial PCA methods. In addition to second-order statistics component transforms, data variance-based PCA and SNR-based maximum noise fraction (MNF) transform [51], there are high-order statistics-based components analysis transforms with criteria such as a third-order statistics-based skewness, a fourth-order statistics-based kurtosis, and statistical independence-based independent component analysis (ICA) that requires infinite order of statistics.

The BT transform normalizes the multispectral bands used for a RGB display, and multiplies the result by any other desired data to add the intensity or brightness component to the image.

The GS orthogonalization procedure, which is a powerful pansharpening method, is a generalization of PCA [41]. At first, the MS bands are interpolated at the scale of PAN, and all images are converted to vectors whose dimensions is the number of image pixels at the scale of PAN. Then, the mean of each band is subtracted from all components of the same vector. The synthetic low resolution approximation of the PAN image is used as the first vector of the new orthogonal basis in the orthogonalization procedure. At the time, MS vector is proceeded by finding its projection on the hyperplane defined by the previously found orthogonal vectors and its orthogonal component where the sum of the orthogonal and projection components is equal to the zero-mean version of the original band.

IHS, PCA, BT, and GS techniques are usually characterized by a high fidelity in rendering the spatial details in the fused product, and also they are fast and easy to implement. But, there are some difficulties too. They are limited to cases where the high resolution image (PAN) and the low resolution one (MS) are highly correlated. They are not able to take into account the local differences between MS and PAN images originated by the spectral mismatch between the MS and PAN channels of instruments. So, a significant spectral distortion may be produced. For example, in IHS method, because the histogram-matched PAN and the intensity component do not generally have the same local
mean, a large spectral distortion may be noticed as color changes when the fusion result is displayed in color composition. This effect occurs because the spectral response of the intensity channel, synthesized by MS bands, may be far different from that of PAN image. A viable solution is to include the response of the NIR band into the intensity component of MS. However, methods based on injecting zero-mean high-pass spatial details extracted from the PAN have been extensively studied to definitely overcome the inconvenience of spectral distortion.

In addition to direct scheme of CS, i.e., transformation, substitution, and then inverse transformation, there is another formalization which is proposed and analyzed in [52] and [53]. In this formalization of CS, without the explicit calculation of the forward and backward transformations, the fusion process is obtained by using a proper injection scheme. The adaptive CS by partial replacement (PRACS) is introduced in [52], uses the concept of partial replacement of the intensity component, does not use the PAN image directly and defines a new approach to calculate gain. Notice: in the CS approaches, interpolation must guarantee the overlap of MS and PAN at the finer scale.

2.2 MRA methods

In recent years, multi-scale decomposition (MD) based approaches have been successfully applied to image fusion for different applications such as hyperspectral image fusion [54]. Varied MD methods such as pyramid transform and discrete wavelet transform have been applied to image fusion. Three steps can be considered in the MD-based image fusion approaches. At first, the source images are decomposed into several scale levels using a pyramid transform or a wavelet transform. Second, fusion is applied at each level of the source images, and third, the transform is inverted to synthesize the fused image. While the use of the transform increases the computational complexity, the MD-based image fusion approach provides both spatial and frequency domain localization and achieves much better performance. So one can choose or not to employ transforms on images depending on different
applications. In the MD-based fusion approaches, the basic fusion rule is applied to the MD representations of images at each resolution level while in the non-MD-based fusion approaches the basic fusion rule is directly applied to the source images. A quantitative comparison, in both spectral and spatial features, to evaluate the wavelet transform and other traditional algorithms is done in [55] and [56]. A wavelet à trous (“with holes”) algorithm has been proposed in [57].

In the MRA methods, interpolation is less crucial than for the CS methods, because the subsequent step in MRA may realign the details extracted from PAN provided that linear non-zero phase filters are used [36]. As reported in [53], both the MRA and CS methods can be modeled by an injection scheme. Most multiresolution analysis-based methods employ the wavelet transform, the curvelet transform and the contourlet transform. Famous modalities of MRA that extract the spatial details are: decimated wavelet transform [55], undecimated wavelet transform [58], à trous wavelet transform [59], Laplacian Pyramid [60], contourlet [61, 62], curvelet [63, 64]. In pyramid representation, spatial resolution and image size decrease from one level to the next, while in the wavelet à trous algorithm (the spatial resolution decreases from one level to the next) but image size is constant for all levels.

Objects with 1-D singularities can be represented with the wavelet transform. A tensor product of two 1-D wavelet transforms, which resolve 1-D horizontal and vertical singularities, is used for 2-D objects. In the wavelet domain, the fused bands may suffer from a limited number of directional edges and textures. Curvelet and contourlet can resolve 2-D singularities along smooth curves by using a parabolic scaling law. However, they may not sparsely represent any anisotropic structure. Therefore, the ripplet transform is proposed [65]. Two parameters: support $c$ and degree $d$, which can represent singularities along arbitrarily shaped curves, are introduced in the ripplets. The ripplet transform can be used as an efficient tool for extracting the spatial information from the high spatial/low-spectral PAN images.

Authors in [66] proposed a remote sensing image fusion method based on the ripplet transform and the compressed sensing theory to minimize the spectral distortion in the pansharpened MS bands with
respect to the original ones. They extracted the spatial details from the PAN image by means of ripplets and then injected them into MS bands by the proposed injection model named compressed sensing-based injection.

The various multi-resolution decomposition algorithms such as curvelet and contourlet are compared in [67] and the effects of decomposition levels and filters on fusion performance are investigated. The experiments show some results such as: 1-the shift-invariant property has great importance in image fusion, 2-short filter usually provides better fusion results than long filter, and 3-the appropriate setting for the number of decomposition levels is four.

An approach for multiresolution fusion using contourlet transform is proposed in [68]. In this method, the low spatial resolution and high spectral resolution MS image is modeled as the degraded and noisy version of its high spatial resolution version. At first, the initial estimate of the fused image from the available MS image and the PAN image is obtained by the contourlet transform domain learning. The regularization is required to solve this ill-posed problem. For doing regularization, the texture of the final fused image is modeled as a homogeneous Markov random field (MRF), which uses the spatial dependencies among the pixels.

A multicontourlet transform is suitable for representing remote sensing images bearing abundant detailed and directional information with better direction selectivity and energy convergence compared to that of a multiwavelet. An adaptive remote sensing image fusion method based on multicontourlet transform is proposed in [69]. The fusion weight of the low-pass coefficients is selected adaptively based on the golden section algorithm. The local energy feature is employed to select the better coefficients to fusion for the high-frequency directional coefficients.

An image fusion algorithm based on discrete “wavelet packet” transform to fuse multi-sensor images is presented in [70]. When images are fused in the wavelet packet space, different frequency ranges are processed differently. It can fuse information from source images adequately and improve the abilities of information analysis and feature extraction.
High-pass filter additive (HPFA) inserts structural and textural details of the higher resolution image into the lower resolution image. Authors in [71] refined and improved the HPFA fusion method towards a tunable and versatile, yet standardized image fusion tool. Workable sets of HPFA parameters have been derived with regard to high-pass filter properties and injection weights using various input image pairs. The standardization of the HPFA parameters over a wide range of image resolution ratios and the controlled trade-off between sharpness and spectral properties of resulting image are the improvements of this approach.

Authors in [72] designed an optimal filter that is able to extract relevant and non-redundant information from the PAN image. Compared with other kernels such as wavelets, the optimal filter coefficients extracted from statistical properties of images are more consistent with type and texture of remotely sensed images.

The problem of multiresolution fusion is addressed in [73] from a different perspective, based on superresolution techniques. The production of a high spatial resolution image from several low-resolution images, by increasing the maximum spatial frequency and removing the degradations that arise during image acquisition from a low-resolution camera, is the main idea of superresolution. To capture multiple low-resolution observations of the same scene by subpixel shift in the camera motion is the most obvious superresolution method. However, this method requires an accurate registration process, which is a very challenging task. In recent years, image processing researchers have started to exploit learning based methods for image superresolution to overcome this difficulty [74-75]. The advantage of learning-based approaches is that they provide a very natural way to obtain the required image characteristics. The quality of the obtained results can be improved by choosing a proper feature set from training images.

A MS pansharpening method using the multiscale mapped least-squares support vector machine (LS-SVM) is presented in [76]. Under the LS-SVM approach, the salient features underlying the image are represented by support values, and the support value transform is developed for image information
extraction. After resampling of the low resolution MS bands to the fine scale of the PAN image, the MS image is sharpened by injecting the detailed features extracted from the high resolution PAN image. Using a series of multiscale support value filters, which are deduced from the mapped LS-SVM with multiscale Gaussian radial basis function kernels, the support value analysis is implemented.

2.3. Hybrid methods

Hybrid methods use the advantages of both the CS and MRA methods with combination of them. An improved ICA fusion method, which uses a wavelet decomposition to extract the detail information of PAN, is proposed in [77]. An image fusion method based on curvelet and ICA is proposed in [63].

A remote sensing image fusion using combining IHS and curvelet transform is proposed and compared with IHS, decimated wavelet transform, wavelet à trous algorithm, ridgelet and curvelet transform in [78].

Different wavelet-based pansharpening methods are available in [79]. In these wavelet-based fusion methods, the high frequency detail coefficients are obtained from the high spatial resolution PAN image and are combined with the spectral information obtained from the MS image through a combination model.

PCA transformation can acquire higher spatial resolution but provides more serious distortion of spectral characteristics. On the other hand, the àtrous wavelet transformation is able to preserve the spatial information while the result has a lack of high spatial resolution. A technique, based on additive wavelet decomposition and PCA transformation is developed for fusing in [80].

A color transfer based fusion algorithm by using the non-separable wavelet frame transform (NWFT) is proposed in [81]. From the source MS image, three bands are selected as the channels to be fused. A grayscale image is generated by averaging these three bands. To obtain a new PAN image with a uniform histogram, as the grayscale image acquired from the source MS image, histogram
matching is performed on the source PAN image. The histogram matched PAN image is decomposed using NWFT. In order to produce the composite NWFT coefficients, the lowest frequency subband of the NWFT coefficients is substituted by the grayscale image acquired from the source MS image. A composite image is obtained by performing the inverse NWFT transform on the combined coefficients. Then, three bands selected from the source MS image are mapped into the RGB color space. The color information is transferred into the composite image by using a color transfer method in order to get the final fused image.

A fusion framework that combines the superiorities of wavelet transform and sparse representation is proposed in [82]. In this method, at first, IHS transform is used to separate intensity component from MS image. Then, the filter-based intensity modulation and the wavelet transform are applied to the intensity component of MS and PAN respectively to build the multiscale representations which include the low and high frequency sub-images in different scales. The low and high frequency sub-images are processed with different strategies. While the sparse representation is introduced to the low-frequency sub-images fusion to extract the local structures, the high-frequency sub-images take an image information fusion measurement indicator as the fusion rule. Finally, the inverse wavelet transform and the inverse IHS transform are applied to perform the fusion tasks.

A comparison between nine fusion techniques consist of IHS, Modified IHS, PCA, Wavelet, Local Mean Matching, Local Mean and Variance Matching, Brovey, and Multiplicative fusion techniques are studied on QuickBird data in [83]. The suitability of these approaches for various applications depends on the spectral and spatial quality of the fused images.

2.4 Model based methods

A fast multi-band image fusion is proposed in [84], which forms the likelihoods of the observations. In this fast algorithm, maximizing the likelihoods leads to solving a Sylvester equation. A closed form
solution for the Sylvester equation is obtained by exploiting the properties of the circulant and downsampling matrices associated with the fusion problem. This method can be generalized to incorporate prior information for the fusion problem, allowing a Bayesian estimator.

A hierarchical Bayesian model to fuse multiple multi-band images with various spectral and spatial resolutions is proposed in [85]. An appropriate prior distribution is introduced by exploiting geometrical considerations and the posterior distribution is sampled thanks to Hamiltonian Monte Carlo algorithm.

An online coupled dictionary learning (OCDL) approach for image fusion has been introduced in [86]. The OCDL makes the full use of the available lower spatial resolution MS image and the high spatial resolution PAN image to decrease the spectral distortion and preserves the spatial information of the MS image. A superposition strategy is adopted in the OCDL method to produce two intermediate images for the coupled dictionary construction for each band. An iterative update method is utilized to update the coupled dictionaries, which can be referred to as an online dictionary learning process.

The compressive sensing-based fusion technique can greatly reduce the processing time and guarantee the quality of the fused image using fewer non-zero coefficients. However, directly fusing sensing measurements may bring greater uncertain results with high reconstruction error. Moreover, using single fusion rule may result in the problems of blocking artifacts and poor fidelity. In [87], a novel image fusion approach based on compressive sensing is introduced to solve these problems. In this fusion framework, in the first step, the multi-scale transform is performed on each of the pre-registered source images to obtain their low-pass and high-pass coefficients. In the second step, the low-pass bands are merged with a sparse representation based fusion method while the high-pass bands are fused using the absolute values of coefficients as activity level measurement. Finally, the fused image is obtained by performing the inverse multi-scale transform on the merged coefficients. This method is superior to the individual multi-scale transform or sparse representation based methods.
A method for fusing of HS and MS image based on a sparse representation has been introduced in [6]. Authors in [88] used the sparse matrix factorization to present a spatial and spectral fusion model. The proposed method has two stages. In the first stage, the model learns from the low spatial resolution data a spectral dictionary containing pure signatures, and in the second stage, the desired high spatial resolution and high spectral resolution data are predicted using the learned spectral dictionary and the known high spatial resolution data.

Generally, the main drawback of the pixel-level fusion rule is that the decision on whether a source image contributes to the fused image is made pixel by pixel and, this may cause spatial distortion in the merged image. In a source image, if one of its pixels contributes to the fused image, its neighbors are also likely to contribute to the fused image because the pixels in an image are spatially correlated. Therefore, the decision making during the first step of the fusion process should exploit the property of spatial correlation to improve fusion performance. The use of a window- or region-based method is a straightforward approach to make use of spatial correlation. The MRF theory provides a basis for modeling contextual constraints in visual processing and interpretation [89]. An MRF model has been used to model the images for the fusion of edge information [90]. In [91], two fusion algorithms by incorporating the contextual constraints via MRF models into the fusion model have been proposed. The first algorithm models the decision making at the first step of the fusion rule as an MRF, and is applicable for both the MD-based fusion approach and the non-MD-based fusion approach. The second algorithm models both the decision making and the true image as MRFs and is only applicable for the non-MD-based fusion approach. A statistical model to describe the fusion process is proposed in [92].

3. Feature level fusion methods

Feature level fusion methods deal with data at higher processing levels than pixel level methods. Normally, at first, feature extraction procedures are applied. Then, the fusion process using advanced
techniques takes place. For example, the extraction of objects using segmentation procedures is required in fusion at feature level. Features correspond to characteristics, which are depending on their environment such as shape, extent and neighborhood, are extracted from the original images. The similar objects from multiple sources are assigned to each other and then fused for further assessment. Table 3 shows several fusion methods at feature level which are represented with more details in the following. Authors in [93] used a combination of texture and shape features extracted from HS images, as well as spectral information, in order to increase the classification accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>A combination of texture, shape, and spectral information</td>
<td>[93]</td>
</tr>
<tr>
<td>Integrating hierarchical segmentation results into MRF</td>
<td>[89]</td>
</tr>
<tr>
<td>Multirate filter banks</td>
<td>[94],[95]</td>
</tr>
<tr>
<td>Retina based multi-resolution</td>
<td>[96]</td>
</tr>
<tr>
<td>Learning-based superresolution fusion</td>
<td>[100]</td>
</tr>
<tr>
<td>Softmax regression-based feature fusion</td>
<td>[101]</td>
</tr>
</tbody>
</table>

A new spectral-spatial classification method for HS images, which is based on integrating hierarchical segmentation results into Markov random field spatial prior in the Bayesian framework, is proposed in [89].

The multirate filter banks are proposed in [94]. Let the low-resolution \( (\Delta_1) \) sensor produces an \( N_1 \) by \( N_1 \) image, called \( f_L(x,y) \), and the high-resolution \( (\Delta_2) \) sensor generates an \( N_2 \) by \( N_2 \) image, called \( f_H(x,y) \). The Fourier transform of the low resolution and high resolution images, as a feature extraction process of images, in the spatial-frequency domain are given by \( F_L(u,v) \) and \( F_H(u,v) \), respectively and calculated as follows:

\[
F_L(u, v) = \sum_{x=1}^{N_1} \sum_{y=1}^{N_1} f_L(x\Delta_1 + y\Delta_1) e^{-j2\pi (ux + vy)\Delta_1}
\]

\[
F_H(u, v) = \sum_{x=1}^{N_2} \sum_{y=1}^{N_2} f_H(x\Delta_2 + y\Delta_2) e^{-j2\pi (ux + vy)\Delta_2}
\]

It is obvious that, the low-resolution image is located in the low-frequency region, and the high-resolution image occupies the higher frequency and this suggests a multi-resolution scene representation. In other words, this scheme is based on multirate filter banks image synthesizer: the
energy packing the spectral features are distributed in the lower frequency subbands, and the spatial features, edges, are distributed in the higher frequency subbands [95]. Let \( H(u, v) \) be a low spatial resolution filter of \( N_1 \), and \( G(u, v) \) is the high spatial resolution filter of \( N_2 \). In the spatial-frequency domain, feature level data fusion can synthesis a MS high resolution image of the scene with the spatial resolution of \( N_2, F_{Hfused}(u, v) \), as follows (see Fig. 3):

\[
F_{Hfused}(u, v) = H(u, v)F_L(u, v) + G(u, v)F_H(u, v)
\]  \( \text{(4)} \)

Fig. 3. The proposed multi-resolution image fusion procedure in [94].

In this fusion method, there is no need to resample images, which is an advantage over IHS, PCA, Brovey and wavelet methods. It can perform in any aspect ratio between the PAN image and MS images’ pixels.

The biological retina is really more than a simple imagery camera. It not only converts the optical information into the electrical signals but also performs considerable processing on the visual signal before transmitting it to higher visual system levels. Based on this knowledge, image fusion can incorporate the processing principles of human vision system. A multi-resolution data fusion scheme, based on retinal visual channels decomposition is proposed in [96] (see Fig. 4).
It is motivated by analytical results obtained from retina based image analysis: the energy packing the spectral features are distributed in the lower frequency subbands and the spatial features are distributed in the higher frequency subbands. The high-scale spatial features, extracted from the PAN image, are added to the low-scale spatial features from thematic mapper (TM) images. As a result, the visual-channels procedure enhances the MS images. The computer retina inspired model presented in [96] is based on difference-of-Gaussian (DOG) operator, which describes some of the receptive field properties of the ganglion cells:

$$\text{DOG}(r, \sigma_s) = \alpha_c G(r; \sigma_c) - \alpha_s G(r; \sigma_s)$$  \hspace{1cm} (5)

where $\alpha_c$ and $\alpha_s$ are weights of center and surround inputs. Both $G(r; \sigma_c)$ and $G(r; \sigma_s)$ are spatially lowpass filters where $r = \sqrt{x^2 + y^2}$ is the two-dimensional spatial position and

$$G(r; \sigma) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{|r|^2}{2\sigma^2}\right)$$  \hspace{1cm} (6)
The retinal based model consists of five layers (see Fig. 4). The first layer represents an array of high resolution receptors and the second layer is the high-scale spatial feature extractor. The function of this layer is represented by the following operator:

\[
h_1(r) = \frac{\Delta_1^2}{2\pi} \exp\{-|r\Delta_1|^2\} - \frac{\Delta_2^2}{2\pi} \exp\{-|r\Delta_2|^2\}
\]  

(7)

where \(\Delta_1\) and \(\Delta_2\) are the high-resolution pixel size and the low-resolution pixel size respectively. The array of low resolution receptors (horizontal cells) composes the third layer. This layer’s function is modeled by:

\[
h_2(r) = \frac{\Delta_2^2}{2\pi} \exp\{-|r\Delta_2|^2\}
\]  

(8)

The fourth and the fifth layers consist of bipolar and ganglion cells. The function of these layers can be represented by:

\[
f(x, y) = h_1(x, y) \otimes f_1(x, y) + h_2(x, y) \otimes f_2(x, y)
\]  

(9)

where \(f_1(x, y)\) and \(f_2(x, y)\) are the high and low resolution images respectively. This allows to generate a spatially enhancing MS image, \(f(x, y)\), by adding the high-resolution spatial features to \(f_2(x, y)\).

In the retina based fusion method, there is no need to resample images, which is an advantage over IHS, PCA, Brovey and wavelet methods. It can perform in any aspect ratio between the PAN image and MS images’ pixels. It is important to avoid the resampling process as much as possible because it degrades the spectral features of the MS images in any image merging method.

In addition to remote sensing, the retina-based model is used to fuse magnetic resonance imaging (MRI) and positron emission tomography (PET) images [97,98] in medical applications. The PET exhibits good functional characteristic and MRI has high spatial resolution. The PET image indicates the brain function and has a low spatial resolution while the MRI image shows the brain tissue anatomy.
and contains no functional information. Hence, the image fusion is used to enhance the spatial resolution of the functional image by combining it with a high-resolution anatomic image. A combination of feature and pixel level image fusion with feedback retina and IHS model is proposed in [99]. A learning-based superresolution fusion method is proposed in [100], which combines the swath width and spectral properties of Landsat TM/Enhanced TM Plus (ETM+) and the spatial resolution of SPOT5.

To do object classification, various types of features can be extracted from very high resolution remote sensing images. The classification performance can benefit from proper feature fusion. Authors in [101] have proposed a softmax regression-based feature fusion method by learning distinct weights for different features. In this method, object-to-class similarity measures and the conditional probabilities that each object belongs to different classes are estimated. Moreover, an approximate method for calculating the class-to-class similarities between different classes is introduced. Finally, a support vector machine classifier is build using the obtained fusion and similarity information.

4. Decision level fusion methods

Decision fusion (or interpretation level) is the highest processing level. It is the process of merging information from several individual data sources after each data source has undergone a preliminary classification. In the decision level fusion, the received results from different local classifiers will be combined to determine the final decision. In other words, the input images are processed individually for information extraction. Then, the decision rules are used to combine extracted information to reinforce common interpretation and resolve differences and furnish a better understanding of the observed objects. The input decisions are some labels or symbols with different degrees of confidence. Table 4 shows several fusion methods at decision level which are represented with more details in the following.
Decision level fusion has great uses in the distributed and parallel processing systems. Fusion methods are applied in varied applications such as remote sensing image classification, fingerprint verification. Decision-level fusion of different verification methods is a challenge for improvement of fingerprint verification especially when the quality of images is low. In [102], the idea of decision level fusion of orientation, texture, and spectral features of fingerprint image is represented.

Hybrid classification methods based on consensus from several data sources are considered in [103]. The concentration is on the statistical and neural network methods and the combination of those approaches. At first, each data source is treated separately and modeled using statistical methods. After that, weighting mechanisms are used to control the influence of each data source in the combined classification. In order to improve the combined classification accuracies, the weights are optimized.

Some of useful decision fusion methods, applied in different applications, are voting [104], rank-based, Bayesian inference and Dempster-Shafer methods [105-106].

There is a main problem in the voting methods: they suffice to local classification results for local winner class in its defined pixel, which causes an intensive decrease in accuracies of decision fusion results for the obtained class-correlated data. The rank-based method has more attention on data than voting methods. It uses the results of local classification for a defined pixel, but in all classes. In this method, the results of local classification should include the classification measure values (or rank) of all classes, which causes intensive increases in the data volume of local classifiers outputs, the input of decision fusion center, and communication systems between local classifier and fusion center.

<table>
<thead>
<tr>
<th>Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid methods based on consensus</td>
<td>[103]</td>
</tr>
<tr>
<td>Voting</td>
<td>[104]</td>
</tr>
<tr>
<td>Rank-based</td>
<td>[106]</td>
</tr>
<tr>
<td>Bayesian inference</td>
<td>[110]</td>
</tr>
<tr>
<td>Dempster-Shafer</td>
<td>[105]</td>
</tr>
<tr>
<td>Joint Measures Method</td>
<td>[107]</td>
</tr>
<tr>
<td>Fuzzy decision rule</td>
<td>[108]</td>
</tr>
<tr>
<td>Adaptive decision fusion based on the local scale</td>
<td>[109]</td>
</tr>
</tbody>
</table>
The Bayesian method does not consider uncertainty and may have error and complexity in the posterior probabilities measurements. When the number of unknown propositions is larger than the number of known propositions, the probabilities calculated by the Bayesian method can become unstable. The Dempster-Shafer method, which is an extension of the Bayesian inference, can be used without prior probability distributions and so is able to deal with uncertainty and overcomes some of the drawbacks.

The authors in [107] introduced the joint measures method as a powerful method for the development of a high performance multi-sensor image fusion scheme at the decision level. The images are received from distributed multiple sensors, in different spectral bands such as visible, infrared, thermal and microwave. They extract the mathematical properties of multi-sensor local classification results and use them for modeling of the classifier performances by the two measures: the plausibility and correctness. Then, they establish the plausibility and correctness distribution vectors and matrices for introducing two improvements of the Dempster-Shafer method. After that, they introduce the joint measures decision fusion method based on using these two measures jointly. The joint measures method can deal with any decision fusion problem in the case of uncertain local classifiers results as well as clear local classifiers results.

A method for fusion of multiple classifiers, which provides redundant or complementary results, is proposed in [108]. In the first step, data is processed by each classifier separately, and for each pixel, membership degrees for the considered classes are provided. In the second step, the results provided by the algorithms according to the classifiers’ capabilities are aggregated using a fuzzy decision rule. A general framework, based on the definition of two measures of accuracy, for combining information from several individual classifiers in multiclass classification is proposed. The first measure is a pointwise measure which estimates, for each pixel, the reliability of the information provided by each classifier. The second measure estimates the global accuracy of each classifier. The results are aggregated with an adaptive fuzzy operator ruled by these two measures.
The assessment of the quantitative quality of the pansharpened images shows that à trous wavelet transform-based pansharpening and Laplacian pyramid-based context adaptive pansharpening methods outperform each other depending upon the local content of the scene. Therefore, the proposed method in [109] takes the advantage of both methods by locally selecting the best one. In other words, this adaptive decision fusion is performed based on the local scale of the structure.

In [110], decision level fusion in multiviews imagery is used in an object recognition strategy. The proposed method contains two stages: single view and multiviews. In the first stage, the object-based image analysis is performed independently on the individual views. In the second stage, in order to refine the classification results, the classified objects of all views are fused together through a decision level fusion based on the scene contextual information.

5. Assessment of fused product

Many image fusion techniques have been proposed to fuse the PAN and MS images effectively. However, it is important to assess the quality of the fused image in various applications of remote sensing. The main limitation for the evaluation of fused product is the absence of the reference image. There are some main approaches to cope with this problem. The first approach uses the quality indexes that need no reference image, but operates on the relationships among the original and pansharpened images. This approach directly operates on data at native scale, but, the definition of indexes biases the obtained results. The second approach considers the images at a spatial resolution lower than the original and considers the original MS image as a reference (Wald’s protocol). In the third approach, that needs no reference image, the approximations of MS and PAN images are obtained from the fused images. Then, the approximated MS is compared with the original MS and the approximated PAN is compared with the original PAN.
5.1. Quality measures

Many researchers have proposed different quality metrics in terms of both qualitative and quantitative analyses. The performance of the fused image by visual comparison between the fused image and raw input images is determined by qualitative analysis. On the other hand, the performance of the fused image is determined by quantitative analysis using two main approaches: with reference image and without reference image.

A review of metrics available in the literature, for assessing the quality of fused image, is presented in [111]. Some of assessment measures of fused product, which divided into two groups, are represented in the following.

5.1.1- Measures which require the reference image such as:

- Spectral angle mapper (SAM) [112], which calculates the angle between the corresponding pixels of the fused and the reference image.
- The root mean square error (RMSE), which is the root mean square difference between the reference and the fused image.
- The Erreur Relative Globale Adimensionnelle de Synthèse (ERGAS) [113], which is composed by a sum of RMSE values.
- The universal image quality index or Q-index [114], which comprises an estimate of correlation coefficient and the differences in the mean luminance and in the contrast.
- Q4 vector index [115], which is a vector extension of the Q-index and used for datasets composed by four spectral bands.
- Q2n-index [116], which is a generalization of Q4-index for images with a number of spectral bands greater than four.

Some other metrics are mean bias, percentage fit error, SNR, peak signal to noise ratio, correlation coefficient, mutual information, and structural similarity index measure.
An efficient tool to assess the geometrical performance in fusion, through the analysis of the quality of selected contours, is the modulation transfer function (MTF) [117]. The MTF is the modulus of the Fourier transform of the point spread function (PSF) [118] which is an important characteristic of optical instruments. MTF describes the image quality in terms of contrast as a function of spatial frequency. The MTF of MS and PAN images are different from each other due to their different sampling rates. This difference must take into account when the fused image is synthesized at the PAN spatial resolution. The MTF of fused image can be estimated and compared with that of reference image to quantify the geometrical quality of the synthesized image.

5.1.2- Measures which do not require the reference image such as:

- Quality with no reference (QNR) index [119], which quantifies the spectral and spatial distortions, composed by the product, weighted by some coefficients, of two separate values.
- Standard deviation
- Entropy and cross entropy
- Spatial frequency
- Fusion mutual information
- Fusion quality index
- Fusion similarity metric.

Generally a high spatial resolution MS image as reference is required in the assessment indices, which is not always readily available. Moreover, the fusion quality assessments using these indices may not be consistent with the human visual system (HVS). To overcome this inconsistency, an HVS-consistent image fusion quality assessment index without a reference MS image is proposed in [120]. The spatial details and spectral information of original and fused images are first separated in Gaussian scale space, and the qualities are evaluated using the proposed spatial and spectral quality index respectively.
By a combination of the proposed two indices, the overall quality is determined without a reference MS image.

5.2. *Wald’s protocol*

Pyramid representation with a multi-resolution analysis using a multi-scale model is the basis of most ARSIS implementations [121]. In Fig. 5, the pyramid representation is shown. In this figure, $A_0$ and $B_1$ are the original PAN and MS images respectively. $A_1$, $A_2$, $A_3$, … are the successive coarser approximations of the PAN image, and $B_2$, $B_3$, $B_4$, … are the successive coarser approximations of the MS image. $B^*_0$ is the fused image.

![Pyramid representation in MRA approach](image)

*Fig. 5. The pyramid representation in MRA approach [121].*  

The protocols introduced in [122] comprise the checking of two properties: the consistency property and the synthesis property. According to consistency property, the fused image ($B^*_0$) should be equal to the original image ($B_1$) after being downsampled to its original low resolution ($B^*_0$). According to the synthesis property, original images are downsampled to reach lower resolution ($A_0$ is resampled to $A_1$ and $B_1$ is resampled to $B_2$). These two new images are fused to produce an image at original low resolution of the MS image. So, the original MS set is obviously considered as reference image. The
quality of fused image assessed at this low resolution is assumed to be close to the one found at the highest resolution.

The protocols of [122] use the hypothesis “the quality assessment drawn at low resolution is assumed close to or worse than the one that would have been drawn at high resolution if the reference images are available”. This hypothesis is often verified in practice but not always. In [123], some results are found: 1- this hypothesis is not validated when the images are noisy. 2- The verification of the hypothesis strongly depends upon the quality budget and the ratio. 3- The quality of the fusion process has certainly an impact on the relationship of this hypothesis.

5.3. Second protocol

The second protocol for assessment of fused product is shown in Fig. 6. At first, PAN and MS images are fused to produce the fused image F.

![Fig. 6. The Second protocol.](image)

To assess the quality of F, there are the following steps:

1- We downsample F to produce the low resolution version of it at the scale of original MS. The result is called MS'. Then, we calculate the dissimilarity between MS and MS', i.e., $D_w(\text{MS, MS'})$.
MS'). The used dissimilarity measure can be any distance measure that can calculates the spectral differences between two multispectral images, for example SAM.

2- We obtain an approximation of the PAN image (PAN) from the F image using the weighted summation of spectral bands of F as represented in (2). Then, we calculate the dissimilarity between PAN and PAN', i.e., $D_s(\text{PAN}, \text{PAN}')$. The used dissimilarity measure can be any distance measure that can calculates the spatial differences between two single PAN images, for example ERGAS.

3- Finally, the summation of spectral and spatial dissimilarities obtained in previous steps is used to assess the quality of fused image, i.e., $D_F = D_w(\text{MS}, \text{MS}') + D_s(\text{PAN}, \text{PAN}')$. The smaller the value $D_F$, the better quality the fused image will have.

4- Because human vision is less sensitive to spectral distortions, but it is very sensitive to spatial variation, we can show the amount of $\text{SAM}(x,y)$ or $\text{ERGAS}(x,y)$ or $D_F(x,y)$ in spatial domain as an image (see Fig. 7 [87]).

$$\text{SAM}(x,y) = \arccos \left( \frac{\left\{ f(x,y), \hat{f}(x,y) \right\}}{\|f(x,y)\| \|\hat{f}(x,y)\|} \right) \quad (10)$$

Fig. 7. Spectral angle mapper each pixel $\text{SAM}(x,y)$, which calculates the angle between the corresponding pixels of the fused and the reference image in the left and the $\text{ERGAS}(x,y)$ on the right.
The traditional quality assessment methods focus on the spectral information at the data level but fail to indicate the image content at the information level, which is more important for specific remote sensing applications. The first results of MS and PAN images fusion for the ZY-3 satellite, which is China’s first civilian high-resolution satellite, have been announced in [124]. A set of information indices that are able to describe the image content for the fusion quality assessment are used to investigate the performance of commonly used pansharpening techniques. Four primitive information indices are employed: the morphological building/shadow indices and the normalized vegetation/water indices. These indices can be automatically calculated without the need for machine learning or training samples. Therefore, they can directly reflect the image content.

6. Conclusion

Information fusion is a hot research topic in remote sensing image processing. The specific objectives of image fusion are as follows: to improve the spatial resolution, to improve the classification accuracy, to enhance the capabilities of features display, to improve the geometric precision, to enhance the capability of the change detection and to replace or repair the defect of image data. We focused on the pixel level remote sensing image fusion in this paper. The reviewed methods are located in four different classes: CS, MRA, hybrid, and model based approaches. CS methods are generally fast and easy to implement. But, they may produce significant spectral distortions. In contrast to CS methods, MRA methods cause a higher spatial distortion but a superior spectral consistency. To take the advantage of both methods, hybrid methods were introduced. To have an intuitive interpretation of the fusion process, the fusion of MS and PAN images can be conveniently formulated within a model such as the Bayesian inference framework. The assessment of fused product can be done with or without need to a reference image with different approaches which each one has its advantages and
disadvantages. The former approach needs to a rescaling of images and the later approach is done at native scale.
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