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Abstract—In recent years, blind source separation (BSS) has received much attention in the hyperspectral unmixing field due to the fact that it allows the simultaneous estimation of both endmembers and fractional abundances. Although great performances can be obtained by the BSS-based unmixing methods, the decomposition results are still unstable and sensitive to noise. Motivated by the first law of geography, some recent studies have revealed that spatial information can lead to an improvement in the decomposition stability. In this paper, the group-structured prior information of hyperspectral images is incorporated into the nonnegative matrix factorization optimization, where the data are organized into spatial groups. Pixels within a local spatial group are expected to share the same sparse structure in the low-rank matrix (abundance). To fully exploit the group structure, image segmentation is introduced to generate the spatial groups. Instead of a predefined group with a regular shape (e.g., a cross or a square window), the spatial groups are adaptively represented by superpixels. Moreover, the spatial group structure and sparsity of the abundance are integrated as a modified mixed-norm regularization to exploit the shared sparse pattern, and to avoid the loss of spatial details within a spatial group. The experimental results obtained with both simulated and real hyperspectral data confirm the high efficiency and precision of the proposed algorithm.

Index Terms—Hyperspectral unmixing (HU), nonnegative matrix factorization (NMF), spatial group sparsity.

I. INTRODUCTION

HYPERSONTICAL sensors collect the reflection and radiation information of a scene, creating tens to hundreds of narrow bands that correspond to different narrow wavelengths. Recent advances in remote sensing and spectral imaging have led the way for the development of hyperspectral sensors. Hyperspectral remote sensing has become a rapidly developing technology, and plays an important role in fields such as agriculture, mineral exploration, and environmental monitoring [1]. Hyperspectral images (HSIs) provide abundant spectral information, and these data are often used to precisely identify the subtle differences between materials that are present in a scene. Nevertheless, due to the spatial resolution limitation of hyperspectral imaging systems, each pixel in an HSI may be a mixture of several different materials [2].

The wide existence of “mixed” pixels is a major challenge for the hyperspectral data analysis. The precise analysis of mixed pixels at the subpixel level can be achieved by the spectral unmixing technique, through decomposing each mixed pixel into a collection of distinct or pure spectral signatures, called “endmembers,” and their corresponding percentages, called “fractional abundances.” The majority of the existing hyperspectral unmixing (HU) methods are based on the linear mixing model (LMM), which is generally recognized to be a straightforward and efficient way to simplify the mixing process [3]. In addition, two physical abundance constraints—the abundance nonnegative constraint (ANC) and the abundance sum-to-one constraint (ASC)—also need to be considered in linear unmixing.

In previous studies, the LMM-based HU problem has been divided into two subproblems—endmember extraction (EE) and abundance inversion—which are then solved separately. Convex geometry-based methods can efficiently address the EE problem, based on the fact that hyperspectral data distribute in a simplex set after affine transformation, with the endmembers located in the vertices. Therefore, EE is equivalent to searching for a set of pure pixels or generating a set of endmembers that can describe a simplex, corresponding to the existence and nonexistence of pure pixels, respectively. Many geometrical-based HU methods have been proposed in the last two decades, including the pixel purity index [4], N-FINDR [5], vertex component analysis (VCA) [6], and the simplex growing algorithm [7] for pure pixel cases, as well as the minimum-volume enclosing simplex [8] for cases without pure pixels. The estimation of the fractional abundances can then be regarded as an inversion problem and solved by least-squares-based approaches such as fully constrained least squares (FCLS) [9]. However, the inversion result depends to a large extent on the precision of the EE.

Statistical-based HU is a powerful alternative for reducing the accumulative errors in the two-step-based HU methods, where the HU is regarded as a blind source separation (BSS) problem, and the endmembers and abundances are estimated simultaneously. BSS deals with the separation of a set of source signals from a set of mixed signals, with very little prior information about the mixing process and the source signals. Independent component analysis (ICA) [10], [11] and nonnegative matrix factorization (NMF) [12] are two typical approaches for solving BSS problems, which have
recently been introduced into the hyperspectral data analysis to decompose mixed pixels. By assuming the mutual independence of the source signals (abundances), ICA can be used to address the unmixing issue. However, such an assumption is not appropriate for linear unmixing, and goes against the ASC, which assumes that the source signals are statistically dependent. The other approach NMF is one of the recently emerged BSS methods for multivariate data analysis, where the nonnegative data can be factorized into a product of two low-dimensional nonnegative matrices, in which one matrix is termed the "mixing matrix" and the other is termed the "source matrix." In view of the nonnegative properties, NMF is ideal for linear unmixing. However, it should be noted that the standard NMF methods may not guarantee solution uniqueness, and the decomposition result usually depends on the initialization. To address such problems, a number of constrained NMF (CNMF) methods have been proposed for blind HU, through adding some specific constraints on the endmembers or abundances. In detail, the geometric constraint of endmembers has been introduced into the NMF-based unmixing. Typical examples include minimum-volume CNMF (MV-CNMF) [13], where the simplex volume is taken into account, and iterated constrained endmembers (ICE) [14], where the difference between endmembers is controlled in the iterative process. Due to the sparse distribution of ground materials, sparse priors have also been used in various sparsity promoting NMF methods, such as sparsity promoting ICE (SPICE) [15], dictionary learning (DL) [16], sparse component analysis (BSUSCA) [17], and L1/2 sparsity CNMF (L1/2-NMF) [18]. L1/2-NMF is a case in point, where the L1/2-norm is used instead of the L1-norm to obtain a sparser solution. The L1/2 regularization has been shown to provide a better unmixing performance, and can be found in other NMF-based HU methods, such as graph regularized L1/2-NMF (GL-NMF) [19] and structure constrained sparse NMF (CSNMF) [20].

It should be noted that, in practice, the endmember signatures may be known in advance in HU. A typical example is multiple endmember spectral mixture analysis [21], which estimates the abundances by searching for the endmembers from a spectral library, and allows each pixel to be represented by a unique collection of the endmembers from the spectral library. However, the HU accuracy depends on an appropriate spectral library which is designed to address the spectral variability [22], [23]. In contrast, the advantage of NMF-based HU lies in the automatic estimation of the endmembers and abundances, with little prior knowledge about the scene.

Due to the spatial autocorrelation of the ground surface, some recent studies have found that incorporating spatial information in spectral unmixing can lead to improvements in both EE and abundance estimation [24]. The automated morphological EE algorithm [25], which was designed as an iterative process with different sliding windows, is one of the famous EE approaches incorporating spatial information. The purest pixels and the most mixed pixels can be identified by dilation and erosion operations, respectively, and then a morphological eccentricity index is used to determine the final endmember candidates. However, this is a time-consuming process when the maximum window size is large. In addition, some other interesting spatial and spectral EE approaches have been proposed, including spatial purity-based EE [26], which aims at searching for the purest spatial neighborhoods, instead of a single pixel, and spatial preprocessing [27], where the pure pixels are assumed to be more likely to be located in spatially homogenous areas. Incorporating a spatial prior in the abundance estimation is another way to promote the unmixing results. Usually, the abundance of a pixel is estimated independently of its neighborhood by minimizing the reconstruction error. To enforce spatial homogeneity of the abundances, Iordache et al. [28] incorporated a spatial constraint in sparse unmixing by means of a total variation regularizer, which promotes piecewise smooth transitions in the abundance of the same endmember among neighboring pixels. Liu et al. [29] proposed abundance separation and smoothness CNMF (ASSNMF) by introducing the abundance separation and abundance smoothness constraints into NMF to act on the spectral and spatial domains, respectively. It should be noted that the spatial neighborhood in all of the above methods is described as a set of pixels with a predefined regular shape (e.g., a cross or square window).

In this paper, a new blind unmixing method called the spatial group sparsity regularized NMF (SGSNMF) is proposed, by incorporating a constraint, namely, a spatial group sparsity regularizer, into the NMF-based unmixing process. The major objective of this paper is to explore the use of spatial information and the sparse structure of HSIs. Motivated by the first law of geography, the pixels within a local spatial group are expected to share the same sparse pattern in the low-rank matrix (abundance). However, to date, such spatial group structures of HSIs have not been fully explored in HU. In order to exploit the group information, instead of the predefined pixel grids, simple linear iterative clustering (SLIC) image segmentation [30] is introduced to the hyperspectral data to generate local spatial groups with irregular shapes (sets of pixels, also called superpixels). Superpixels are natural and adaptive representations of a scene, where each of the contiguous pixels is similar with respect to their spectral features. The spatial prior and the sparsity of the abundance are then integrated as a modified mixed-norm regularization into NMF to exploit the shared sparse pattern. Compared to the well-known sparsity-inducing regularizers, such as the L1-norm and the L1/2-norm, the proposed regularizer has been shown to be able to induce a sparser representation at the group level. This regularization is reasonable and effective, according to the fact that only a few different substances play a dominant role in a continuous region. In addition, since there is only one regularizer in SGSNMF, it is more effective than the other NMF-based approaches with two constraints, such as ASSNMF, GL-NMF, and CSNMF. As a result of the integration of the spatial structure information and the sparse property, SGSNMF can obtain better unmixing results than the other popular algorithms.

The rest of this paper is organized as follows. In Section II, the linear unmixing problem and the NMF technique are briefly introduced. Section III presents the spatial prior and the SGSNMF scheme in detail. The performance of SGSNMF is
Let the observation matrix $Y \in \mathbb{R}^{L \times N}$ be the product of the mixing matrix $V \in \mathbb{R}^{L \times M}$ and the source matrix $H \in \mathbb{R}^{M \times N}$

$$Y \approx VH + U$$

where the matrix $U$ is the residual term, and the elements of $U$ are not forced to be nonnegative. In addition, note that the dimension of $V$ and $H$ must be lower than that of $Y(M < \min(L, N))$.

In order to find an approximate factorization of (3), we need to define cost functions to quantify the quality of the approximation, which can be constructed according to a distance metric. One of the most commonly used measures is the Frobenius norm, which leads to the following optimization problem:

$$\min_{V, H} f(V, H) = \|Y - VH\|_F \quad \text{s.t.} \ V \geq 0, \ H \geq 0$$

where $\| \cdot \|_F$ is the Frobenius norm that is defined as $\|Y\|_F = (\sum_{ij} |y_{ij}|^2)^{1/2}$, and $\geq$ denotes that the matrix is element-wise nonnegative. In virtue of the mathematical connection with the linear unmixing model, NMF is an ideal tool for nonnegative constrained unmixing.

To address this optimization problem, Lin [31] presented alternating negative least squares (ANLS), where the optimization problem is decomposed into two subproblems as follows:

$$V^{k+1} \leftarrow \arg \min_{V \geq 0} \|Y - V H^k\|_F$$

$$H^{k+1} \leftarrow \arg \min_{H \geq 0} \|Y - V^{k+1} H\|_F$$

where the positive parameters $\alpha_k$ and $\beta_k$ are the step sizes, and the nonnegative constraints can be satisfied through an effective function max $(0, x)$. The gradient used at each subiteration can be calculated as follows:

$$\nabla f_V(V^k, H^k) = (V^k H^k - Y)(H^k)^T$$

$$\nabla f_H(V^k, H^k) = (V^k H^k - Y)(V^k)^T (V^k H^k - Y)$$

Sequentially, one block of variables is minimized under the nonnegative constraints and the remaining blocks are fixed. This strategy is called block coordinate descent (BCD), and there are only two block variables $V$ and $H$ in this case. Although solving subproblems (5) and (6) per update can be more expensive than the multiplicative update rules, ANLS can accelerate the iteration rate.

It is noteworthy that all of the subproblems for $V$ or $H$ are convex, yet the general optimization problem is not jointly convex for $W$ and $H$. For any nonnegative invertible matrices $D \in \mathbb{R}^{M \times M}$ and $D^{-1}$, the following equation holds:

$$VH \approx (VD)(D^{-1}H)$$

Therefore, there can be many possible nonnegative solutions, and it is necessary to enforce additional constraints to ensure the uniqueness of the factorization in the unmixing [32].
C. Sparsity-Inducing Regularizers for NMF-Based HU

According to the sparse distribution of ground objects, sparsity is an important prior of the abundances, and has been explored in various NMF-based HU methods. Generally speaking, the sparsity is a helpful constraint to promote the uniqueness of the decomposition, and the optimization problem with sparsity constraint can be summarized as follows:

\[
\min_{A \succeq 0, S \geq 0} f(A, S) = \|X - AS\|_F + \lambda g(S)
\]

(10)

where \(\lambda\) is used to control the tradeoff between the data fitting and the sparsity constraint, and \(g(\cdot)\) donates the sparsity-inducing regularizer of the abundance matrix \(S\). The \(\ell_1\)-norm is a widely used regularizer to promote a sparse representation in statistics [33], and for NMF-based HU, a typical example is DL [16], where the \(\ell_1\)-norm penalty term \(f(S) = \sum_{j=1}^{N} \sum_{i=1}^{M} |s_{ij}|\) is used to jointly learn a spectral dictionary \(A\) and a sparse representation, and the size of \(A\) is over-estimated and larger than the true number of endmembers. In SPICE [15], a Reweighted \(\ell_1\)-norm regularizer term \(f(S) = \sum_{j=1}^{N} \gamma_j \|s_j\|_1\) is used to promote the sparsity of \(S\), where \(s_j\) represents the \(j\)-th row of the abundance matrix, and the weights \(\gamma_j\) are iteratively updated.

With the same motivation, a nonconvex penalty \(\ell_1/2\) quasi-norm \(f(S) = \sum_{j=1}^{N} \sum_{i=1}^{M} |s_{ij}|^{1/2}\) is utilized to induce a sparser representation of \(S\) in \(L_{1/2}\)NMF [18]. The effect of the above regularizers is illustrated in Fig. 1(a), where the sparse structure of \(S\) varies pixel by pixel.

According to the similarities among the data items, there will also be some similarities among the corresponding sparse representation [34]. In recent years, in order to exploit the shared sparse pattern, mixed-norm regularizers have been introduced in statistics and machine learning [35], [36]. In NMF-based HU, a prime case is collaborative NMF (CoNMF) [37], where the number of endmembers \(M > M\) is over-estimated, and a \(\ell_2, 1\)-norm regularizer \(f(S) = \sum_{j=1}^{N} \|s_j\|^2\) is introduced to exploit the shared row sparsity of the whole abundance matrix \(S\). As illustrated in Fig. 1(b), the \(\ell_2, 1\)-norm regularizer has the ability to promote the row sparsity of \(S\).

Due to the similarities among the spatial neighbors, the HSI can be split into predefined spatial groups (superpixels) \(\vartheta_1, \ldots, \vartheta_P\), where the low-rank representations belonging to each group \(\vartheta\) are supposed to share the same sparse pattern. In order to exploit the group information, instead of the \(\ell_2, 1\)-norm regularizer, a spatial group sparsity regularizer \(f(S) = \sum_{p=1}^{P} \sum_{j \in \vartheta_p} \|W_p s_j\|_2\) [see (17) for details] is proposed in SGSNMF to promote the sparse representation in each group. As illustrated in Fig. 1(c), the sparsity pattern is explored at the level of spatial groups instead of the whole image. According to this, the local spatial information is naturally incorporated in the HU process. When compared with the \(\ell_2, 1\)-norm in CoNMF, in SGSNMF, the row sparsity-inducing mechanism is different, and it is the result of interaction between the group-wise weight matrix \(W^p\) and the \(\ell_1, 2\)-mixed norm. Specifically, the \(W^p\) controls the collaborative (row) representation, while the mixed norm promotes the sparsity of the representation. In addition, a pixel-wise confidence index \(c_j\) is defined to relax the group sparsity constraints of heterogeneous pixels, such as boundaries and small targets.

III. SPATIAL GROUP SPARSITY REGULARIZED NMF

As mentioned in Section I, the assumptions of spatial autocorrelation and sparsity are two important priors for boosting the performance of HU. This section shows how to take the spatial and sparse priors into account by incorporating a spatial group sparsity regularizer into NMF-based HU. To help with the understanding of the following discussion, a summary of the notation is provided in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>NOTATION USED IN THIS PAPER</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X = [s_1, \ldots, s_N] \in \mathbb{R}^{N \times M})</td>
<td>Hyperspectral data matrix</td>
</tr>
<tr>
<td>(X' = {X_1', \ldots, X_M'} \in \mathbb{R}^{N \times M})</td>
<td>Reordered data matrix based on segmentation</td>
</tr>
<tr>
<td>(A = [a_1, \ldots, a_N] \in \mathbb{R}^{N \times M})</td>
<td>Endmember matrix</td>
</tr>
<tr>
<td>(S = [s_1, \ldots, s_N] \in \mathbb{R}^{N \times M})</td>
<td>Abundance matrix</td>
</tr>
<tr>
<td>(S_j = [S_1, \ldots, S_M] \in \mathbb{R}^{N \times M})</td>
<td>Reordered abundance matrix for (X_j)</td>
</tr>
<tr>
<td>(C \in \mathbb{R}^{M \times 1})</td>
<td>SLIC color space for HSIs</td>
</tr>
<tr>
<td>(X' = [x_1', \ldots, x_P'] \in \mathbb{R}^P)</td>
<td>Mean spectral signatures of the (i)-th superpixel</td>
</tr>
<tr>
<td>(w_i)</td>
<td>Trade-off coefficient between the spatial and spectral similarity in SLIC</td>
</tr>
<tr>
<td>(w)</td>
<td>Average size of superpixels, which is used to control the number of superpixels (P) in the scene</td>
</tr>
<tr>
<td>(W^p \in \mathbb{R}^{M \times M})</td>
<td>Iteratively updated diagonal matrix controlling the sparse pattern of the (i)-th superpixel</td>
</tr>
<tr>
<td>(c_j)</td>
<td>Confidence index of the (j)-th pixel obtained during the segmentation stage</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Trade-off coefficient between the reconstruction and the spatial group sparsity regularizer</td>
</tr>
</tbody>
</table>
A. Data Preprocessing

In order to integrate the spatial and sparse priors into the HU process, image segmentation is used in the data preprocessing to generate the spatial groups used in SGSNMF. The image segmentation is aimed at labeling a set of spatially heterogeneous regions that collectively cover the whole scene. Instead of predefined pixel grids (windows), the spatial regions are defined with irregular shapes.

Let us first describe the spatial prior used in the proposed approach with an illustrative example. Fig. 2 shows the difference between superpixels and pixel grids, where the pixels that consist of an identical set of endmembers are in the same color. Fig. 2(a) shows the spatial regions that are defined by $5 \times 5$ fixed-size windows, while Fig. 2(c) reveals the over-segmentation results. As shown in Fig. 2(a), the regular grids cannot perfectly preserve the spatial homogeneity. In contrast, superpixels, with the spectral features taken into account, can represent the spatial neighborhood explicitly and naturally, where the shape and size are adaptive and related to the spectral similarity of the neighboring pixels. In the proposed approach, the superpixels are obtained from a deliberate over-segmentation process, and as a result, compactness and homogeneity can be achieved.

In general, algorithms for image segmentation can be divided into two categories.

1) The graph-based methods, where each pixel is treated as a node in a graph and the superpixels are obtained by minimizing a graph-based function [38].
2) The gradient ascent-based methods, where the superpixels are generated by iteratively refining the clusters until convergence [39].

In this paper, a representative gradient ascent-based algorithm called SLIC [30] is introduced to generate the superpixels. This algorithm is simple in structure, fast, and contains few parameters. More specifically, there are only two tunable parameters $P$ and $W_s$, which are respectively used to control the desired number of superpixels and to weight the relative importance between the spectral and spatial similarities. However, SLIC is designed for color images in the CIELAB color space, and is not applicable to HSIs. Therefore, in this paper, an improved SLIC algorithm is put forward for generating the superpixels in the HSI. To avoid any repetition, only the differences with the original SLIC algorithm are described in this paper, and more details of SLIC can be found in [30]. The differences are summarized as follows.

1) Due to the increased number of spectral channels, there is a distinct change of the color space. In SGSNMF, the original spectral signatures are directly used in the clustering procedure without color space conversions, in order to minimize the loss of spectral information. For an HSI with $L$ spectral bands, the cluster center of the $i$th superpixel is defined as follows:

$$
\mathbf{C}_i = [x_{i1}, \ldots, x_{iL}, m^i, n^i]^T \in \mathbb{R}^{L+2}
$$

where $\bar{x}^i = [x_{i1}, \ldots, x_{iL}]^T$ is the mean spectral reflectance of the $i$th superpixel, and $[m^i, n^i]^T$ represents the spatial coordinates of the $i$th cluster center.

2) In the modified SLIC, superpixels correspond to clusters in the defined spectral–spatial space. To promote the homogeneity of each cluster, regular hexagonal grids [40] are introduced to generate the initial clusters, instead of the square grids used in the standard SLIC. As shown in Fig. 3, hexagons are six-sided polygons, where each edge and each corner are shared by two and three hexagons, respectively. Compared with square grids, the hexagonal grids have the following two advantages: one advantage is that each hexagon has more nondiagonal neighbors than a square, and the other is
As the color space is changed, the corresponding specified \( w \) step, the search for similar pixels is done in a region approximately hexagonal region, but in the assignment which the origin is at the upper left of the image. Note as shown in Fig. 3, the size of the hexagons can be described by the width \( w \) and height \( h \), and the spacing of adjacent hexagons can be represented by the horizontal distance \( \text{horiz} \) and the vertical distance \( \text{vert} \). Computing the face centers of hexagons is slightly trickier than that of squares, and can be represented as a simple matrix multiplication

\[
\begin{bmatrix}
  m' \\
  n'
\end{bmatrix} = \begin{bmatrix}
  \text{horiz} & 0 \\
  \text{vert} & h
\end{bmatrix} \begin{bmatrix}
  \text{row}_i \\
  \text{col}_i
\end{bmatrix}
\]

where \([\text{row}_i, \text{col}_i]^T\) is the row and column indexes of the \( i \)th superpixel, and vectors \( a = [\text{horiz} \ \text{vert}]^T \) and \( b = [0 \ h]^T \) consist of the hexagonal coordinates, for which the origin is at the upper left of the image. Note that the expected spatial extent of a superpixel is an approximately hexagonal region, but in the assignment step, the search for similar pixels is done in a region sized \( 2w \times 2w \) around the superpixel center. Therefore, the corresponding computational complexity is still linear with regard to the number of pixels.

3) As the color space is changed, the corresponding spectral distance measure is updated to the spectral angle distance (SAD), which is an effective similarity measure for spectral signatures. The reason behind this is that the Euclidean distance can cause inconsistencies in clustering behavior for a varying number of spectral bands. The distance measures used in this case can be summarized as follows:

\[
d_k = \cos^{-1} \left( \frac{x_i^T x_j}{\|x_i\|_2 \|x_j\|_2} \right)
\]

\[
d_{mn} = \sqrt{\left( m_i - m_j \right)^2 + \left( n_i - n_j \right)^2}
\]

\[
D_j = \sqrt{d_s^2 + \left( \frac{d_{mn}}{w} \right)^2 w_s^2}
\]

where the spectral distance \( d_s \) and the spatial distance \( d_{mn} \) are defined by the SAD and the Euclidean distance, respectively, and \( D_j \) computes the distance between pixel \( x_j \) and cluster center \( C_i \). Since the spatial distance \( d_{mn} \) varies significantly compared with \( d_s \), the width of the hexagon \( w \) is used to normalize the spatial distance.

In the implementation of the modified SLIC, there are two parameters. The first parameter \( w_s \) weights the relative importance between the spatial and spectral similarities. When \( w_s \) is large, the spatial proximity is more important, and the resulting superpixels are more compact and have regular shape and size. When \( w_s \) is small, the spectral proximity is more important, and the resulting superpixels are more homogeneous but have less regular shape and size. When using the defined spectral–spatial space, \( w_s \) can be in the range \([0.1, 1]\). Since the spectral proximity is assumed to be more important in measuring the similarity, it was set to 0.3 in our experiments.

The second parameter \( w \) is utilized to control the average size of the superpixels and the total number of spatial groups \( P \). For a given hyperspectral scene and a superpixel size \( w \), \( P \) is easy to calculate and is roughly equal to the multiplication production of the maximum row and column indexes of the superpixels \( \text{row}_{\text{max}} \times \text{col}_{\text{max}} \). In practice, in order to promote the homogeneity of each spatial group, \( w \) should be a small value in the range \([3, 11]\). In our experiments, \( w \) was set to 5.

### B. Spatial Group Sparsity Constraint

On the basis of the spatial groups, a new group sparsity regularizer is introduced into the NMF optimization, taking into account both spatial and sparse priors of the abundances. This regularizer is derived from the sparse feature of the abundances: the pixels that belong to a spatial group are expected to share the same sparsity pattern in the low-rank matrix. The chief aim of this regularizer is to reconstruct the observations (pixels) and interpret the sparsity of the abundances at the level of spatial objects instead of pixels.

Let us first reorder the pixels in \( X \) according to the spatial groups generated by the SLIC over-segmentation with a matrix \( X_r = (X^1, \ldots, X^P) \in \mathbb{R}^{L \times N} \), where \( P \) is the number of superpixels, and the submatrix \( X^p \in \mathbb{R}^{L \times n_p} \) represents the pixels belonging to the \( p \)th superpixel. Accordingly, the abundance matrix is divided into \( P \) groups as \( S_r = (S^1, \ldots, S^P) \in \mathbb{R}^{M \times N} \). Due to the spatial dependence, each spatial group is expected to share the same endmember assignment. Therefore, the pixels in each superpixel share the same nonzero structure in the abundance matrix. Moreover, the shared structure should be sparse, according to the fact that only a few endmembers play a dominant role in a continuous region.

Fig. 4 shows an example of \( X_r \) and the group structure considered in our study. The light-gray rows of \( S^p \) represent subvectors with zero abundance, while the other colored rows represent nonzero spatial sources. For example, the column vectors in \( S^1 \) share the same sparse structure, in that only the first and forth entries are nonzero, so that only the corresponding endmembers in \( A \) are active in the reconstruction of \( X^1 \). In other words, the connections between data items...
weights the local similarity between a pixel and the superpixel:
superpixel can be calculated as follows:
following objective function by adding a spatial group sparsity
regularization term to

\[ \min_{A \geq 0, s_i \geq 0} f(A, S_r) = \frac{1}{2} \sum_{p=1}^{P} \|X^p - AS^p\|_F^2 + \lambda \sum_{p=1}^{P} \sum_{s_i \in \Omega_p} c_j \|W^ps_j\|_2 \]  

(16)

where \( S^p = [s_1, \ldots, s_{n_p}] \in \mathbb{R}^{M \times P} \) denotes the abundance matrix of spatial group \( \Omega_p \), \( \lambda \) is a fixed parameter to control the tradeoff between the reconstruction and the proposed regularizer, \( c_j \) is the pixel-by-superpixel confidence index that weights the local similarity between a pixel and the superpixel it belongs to, and \( W^p = \text{diag}(w_{1p}^1, \ldots, w_{M}^{M}) \in \mathbb{R}^{M \times M} \) is a diagonal matrix that is used to appropriately control the nonzero abundances of \( \Omega_p \).

According to the objective function (17), the spatial group sparsity regularization is a special case of the \( \ell_1, 2 \) mixed norm with double weights. It behaves like a \( \ell_1 \)-norm on vector \( \Omega = [c_1 \|W^ps_1\|_2, \ldots, c_{n_p} \|W^ps_{n_p}\|_2]^T \in \mathbb{R}^{n_p} \) [41], [42], so that the proposed regularizer can induce sparsity in the groups. The superpixel-wise weight matrix \( W^p \) is designed in order to control the simultaneously relevant rows of \( S^p \) that correspond to \( \Omega_p \). For each of \( p = 1, 2, \ldots, P \), the weights of the \( p \)th superpixel can be calculated as follows:

\[ \tilde{s}^p = \arg\min_{s^p} \frac{1}{2} \| \tilde{X}^p - AS^p \|_F^2 \quad \text{s.t.} \quad s^p \geq 0, \quad 1^T s^p = 1 \]  

(17)

\[ W_i = \frac{1}{\|s^p_i\|_1 + \epsilon} \]  

(18)

where \( \tilde{X}^p \) is the mean spectral vector of the \( p \)th superpixel, \( \tilde{s}^p = [\tilde{s}^p_1, \ldots, \tilde{s}^p_{M}]^T \) is the average abundance vector, and \( \epsilon \) is a positive parameter to stop the weights from approaching infinity, which should be set slightly smaller than the nonzero magnitudes of \( \tilde{s}^p \). Note that \( W^p \) is updated in every iteration step as the endmember matrix \( A \) changes.

Compared to the superpixel-wise weight matrix \( W^p \), the confidence index \( c_j \) is a predefined positive weight in the segmentation process that is associated with each pixel. The confidence index \( c_j \) is inversely proportional to the spatial–spectral distance \( D_j^p \):

\[ c_j = \frac{1}{D_j^p} \]  

(19)

As the confidence index \( c_j \) increases, \( \|W^ps_j\|_2 \) is more likely to be set to zero, and the opposite is also true. We therefore rescale the weights in order to avoid the loss of spatial details within a spatial group, such as small targets and boundary pixels of segments, which may not follow the designed nonzero pattern. For example, for unique small targets, the sparse structure is totally at variance with that of the surrounding pixels. A boundary pixel is also more likely to be a mixed pixel with dense abundances. Due to the spectral or spatial dissimilarity of these heterogeneous pixels, the corresponding confidence index values are relatively small. Therefore, the boundary effects and the information loss of small targets can be avoided, to some extent, in SGSNMF.

C. Optimization Algorithm

With the spatial group sparsity regularization, the optimization problem is more difficult to solve than the standard one. In this section, we discuss the optimization algorithm for SGSNMF. As mentioned in Section II, BCD is a common way to approximately optimize the objective function with respect to one variable block at a time, while the others are kept fixed.

For the proposed objective function (16), the optimization consists of three main subproblems in the iteration: 1) update the superpixel-wise weight matrix \( W^p \); 2) update the abundance matrix \( S_r \); and 3) update the endmember matrix \( A \). For a given endmember matrix \( A \), subproblem (1) can easily be solved according to (17) and (18). Note that due to the different superpixel-wise weights, subproblem (2) consists of \( P \) independent ANLS problems, which can therefore be addressed in parallel. The extensions of the aforementioned update rules for each abundance group \( S^p \) and endmember matrix \( A \) are introduced as follows:

\[ S^p \leftarrow \arg\min_{S^p \geq 0} f(A, S^p) = \frac{1}{2} \|X^p - AS^p\|_F^2 \\
+ \lambda \sum_{s_i \in \Omega_p} c_j \|W^ps_j\|_2 \]  

(20)

\[ A \leftarrow \arg\min_{A \geq 0} f(A, S_r) = \frac{1}{2} \|X_r - AS_r\|_F^2. \]  

(21)

To prevent the elements of \( A \) and \( S_r \) from growing arbitrarily large in the iteration, the ASC should be added in the learning of the abundances. In this paper, we adopt an effective method that is used in FCLS [9], where the endmember matrix \( A \) and each spatial group \( X^p \) are augmented before the learning of the abundance matrix as

\[ \tilde{X}^p = \begin{bmatrix} X^p \\ \delta I_{n_p} \end{bmatrix}, \quad \tilde{A} = \begin{bmatrix} A \\ \delta I_M \end{bmatrix} \]  

(22)

where \( \delta \) is a positive value that is used to balance the estimate accuracy and additivity constraint. The sum of the abundance is forced to converge toward unity as \( \delta \) increases [13]. In the experiments, \( \delta \) was set to 15 in order to lead to a tradeoff.

To extend the update rules, we need to recalculate the partial derivatives to the elements in \( S^p \) and \( A \). Because of the absence of constraints for the endmember matrix, the gradient of \( A \) is easy to solve

\[ \nabla f_A (A, S_r) = (AS_r - X_r)S_r^T. \]  

(23)
In comparison, due to the spatial group sparsity constraint, the objective function of (21) consists of two terms

\[ h_1(S^p) = \frac{1}{2} \| \tilde{X}^p - \tilde{A}S^p \|_F^2 \]  
\[ h_2(S^p) = \lambda \sum_{s_j \in \Theta^p} c_j \| W^p s_j \|_2. \]

Note that the first term \( h_1(S^p) \) is a convex differentiable function, and \( h_2(S^p) \) is convex but nonsmooth. Specifically, \( h_2(S^p) \) is not differentiable only at point \( W^p s_j = 0 \). However, the equation \( W^p s_j = 0 \) fails to hold in this study, according to the ASC and the fact that \( W^p \geq 0 \). Therefore, for \( \forall p, j \), such that \( \| W^p s_j \|_2 \neq 0 \), we have

\[ \nabla h_2(s_j) = \lambda \frac{c_j}{\| W^p s_j \|_2} (W^p)^T W^p s_j. \]

We then obtain

\[ \nabla h_2(S^p) = \lambda (W^p)^T W^p S^p B^p \]
\[ B^p = \text{diag} \left( \frac{c_1}{\| W^p s_1 \|_2}, \frac{c_2}{\| W^p s_2 \|_2}, \ldots, \frac{c_{n_p}}{\| W^p s_{n_p} \|_2} \right) \]

where \( B^p \in \mathbb{R}^{n_p \times n_p} \) is a diagonal matrix. Then, according to (8) and (27), the gradient of \( S^p \) can be represented as follows:

\[ \nabla f_{S^p}(\tilde{A}, S^p) = A^T (\tilde{A} S^p - \tilde{X}^p) + \lambda (W^p)^T W^p S^p B^p. \]

The learning rules for the endmember matrix and each group abundance matrix can be represented as

\[ A = \max(0, A - \omega_k \nabla f_A(A, S^1)) \]
\[ S^p = \max(0, S^p - \sigma_k \nabla f_{S^p}(\tilde{A}, S^p)) \]

where the selection of step size parameters \( \omega_k \) and \( \sigma_k \) is based on the Armijo rule [43]. We let \( \omega_0 \) donate the initial step size, and the step size \( \omega_k \) in (30) is iteratively updated by a scaling parameter \( \beta \in (0, 1) \), such that \( \omega_k = \omega_0 \beta^k \), where \( k \) is the first nonnegative integer \( t \) to meet the sufficient decrease condition

\[ f(A^{k+1}, S^1) - f(A^k, S^1) \leq \tilde{\alpha} \nabla f_A(A^k, S^1)(A^{k+1} - A^k) \]

where \( \tilde{\alpha} \in (0, 1) \) is the tolerance. Since \( \omega_{k-1} \) and \( \omega_k \) may be similar, a trick is to use \( \omega_{k-1} \) as the initial guess of \( \omega_k \), and then either increase or decrease it to meet the Armijo rule. In the implementation, the step size \( \omega_k \) is selected according to [30, Algorithm 4], where the scaling parameter \( \beta \) is set to 0.1 to reduce the cost per iteration. The step size \( \sigma_k \) is updated based on the same procedure.

D. Implementation Issues

In this section, some implementation issues are discussed, including the initialization of the endmember matrix, the estimation of the number of endmembers, and the termination condition.

The first issue is to initialize \( A \) and \( S \) for NMF. Due to the fact that the joint optimization problem for NMF is nonconvex, the unmixing result is sensitive to the initialization, to some extent, even in the constrained case. To minimize the distance between the initial point and the global optimum, EE methods are often used to generate the initial endmembers. In this paper, three initializations are used: 1) random initialization; 2) VCA-FCLS initialization; and 3) region-based VCA-FCLS initialization. Random initialization of \( A \) and \( S \) was employed in the real-data experiment, where each random value was set in the interval [0, 1], while VCA-FCLS initialization was used in the simulated experiments to speed up the convergence. In addition, we also initialized the endmember matrix based on the results of the segmentation and the region-based VCA [44]. More specifically, the mean spectra of the \( M \) most distinct superpixels are extracted as the initial endmembers. The main purpose of this is to fully exploit the spatial information. It is noteworthy that the region-based initialization is more robust to noise, and can provide a more accurate initial point for the HU.

For the iteration stopping rule, two commonly used criteria are adopted in SGSNMF: the maximum number of iterations and the error tolerance. The number of iterations is limited by a predefined maximum iteration number. In addition, if the gradient of the cost function (16) is less than \( 10^{-3} \) of the initial value, the optimization stops.

Another issue is the estimation of the accurate number of endmembers, which can be regarded as an independent topic for HU in general. Therefore, in our experiments, the number of endmembers was given in advance. Note that the number of endmembers can also be automatically estimated by the Neyman–Pearson based thresholding method (HFC) [45] or hyperspectral signal subspace identification by minimum error (HySime) [46].

Finally, we summarize the proposed SGSNMF algorithm (with superpixel-based initialization) in Algorithm 1.

Algorithm 1 Summary of SGSNMF

**Input:**
- \( X = [x_1, \ldots, x_N] \in \mathbb{R}^{L \times N} \), \( M \in \mathbb{Z}_+ \), and \( \lambda, \omega, \omega_i \in \mathbb{R}_+ \).

**Pre-processing:**
- a) Generate \( P \) spatial groups \( X \), based on SLIC.
- b) Initialize \( A \) and \( S \) based on region-based EE.
- c) Calculate the confidence index \( c_j \) by (19).

**Repeat until convergence:**
- Augment \( X \), and \( A \) to \( \tilde{X} \), and \( \tilde{A} \) by (22), respectively.

For each \( p = 1, 2, \ldots, P \):
- a) Update the weight matrix \( W^p \) by (17) and (18).
- b) Update the abundance matrix \( S^p \) by (29) and (30).
- c) Update the endmember matrix \( A \) by (23) and (31).  

**Output:**
- \( A = \begin{bmatrix} a_1, \ldots, a_M \end{bmatrix} \in \mathbb{R}^{L \times M} \), and \( S = \begin{bmatrix} s_1, \ldots, s_N \end{bmatrix} \in \mathbb{R}^{M \times N} \).
L1/2NMF—by the use of two simulated data sets. The goal is to analyze the effect of the proposed spatial group sparsity prior in both the endmember and abundance estimations.

In order to compare the unmixing performance, we introduce two indicators: the SAD and the root-mean-square error (RMSE). The SAD is used to measure the spectral angle between the estimated endmember \( \hat{\mathbf{a}}_m \) and the corresponding ground-truth endmember signature \( \mathbf{a}_m \)

\[
\text{SAD}_m = \cos^{-1}\frac{\hat{\mathbf{a}}_m^T \mathbf{a}_m}{\|\hat{\mathbf{a}}_m\|_2 \|\mathbf{a}_m\|_2}
\]

(33)

where the units of the SAD values are in radians in the following tables and charts. The other metric, RMSE, is used to describe the difference between the estimated abundance \( \hat{\mathbf{S}}_m \) and the corresponding ground truth \( \mathbf{S}_m \), and can be calculated as follows:

\[
\text{RMSE}_m = \frac{1}{\sqrt{N}} \| \mathbf{S}_m - \hat{\mathbf{S}}_m \|_F.
\]

(34)

The rest of this section is organized as follows. Section IV-A describes the generation and the properties of the two simulated data sets. In Section IV-B, the influences of noise, the initialization, the spatial group size, and the end-member number on the unmixing performance are discussed and analyzed.

### A. Simulated Data Sets

1) **Simulated Data 1**: This simulated data set (Simu-1), with 221 spectral bands and a size of 100 × 100 pixels, was generated according to the simulation procedure proposed by Hendrix et al. [47]. As shown in Fig. 5, Simu-1 consists of nine-endmember signatures selected from the USGS spectral library, namely, Kaolinite KGa-1, Dumortierite, Nontronite, Alunite, Sphene, Pyrobelite, Halloysite, Muscovite, and Kaolinite CM9. The corresponding abundance maps were generated by k-means clustering [48] and a Gaussian filter with both nonnegative and additive constraints. Simu-1 simulates the real-world distribution of objects; that is, the boundary pixels are more heavily mixed than those in the center of homogeneous regions.

In addition, to imitate the process of data acquisition, different noise levels were added to the simulated images, with respect to a specified signal-to-noise ratio (SNR)

\[
\text{SNR} = 10 \log_{10} \frac{E[\mathbf{x}^T \mathbf{x}]}{E[\mathbf{n}^T \mathbf{n}]}.
\]

(35)

where \( \mathbf{x} \) and \( \mathbf{n} \) represent the original signal and the corresponding noise, respectively, and \( E[\cdot] \) is the expectation operator.

2) **Simulated Data 2**: The second simulated data set (Simu-2), with a size of 128 × 128 pixels and 224 spectral channels, was generated using the Hyperspectral Imagery Synthesis toolbox\(^1\) for MATLAB. This allows the user to choose appropriate parameters for the simulation procedure, such as the spatial dimensions, the distribution of the abundances, and the number of endmembers \( M \), which provides considerable flexibility and choice for the user. Note that Simu-2 was only used in the sensitivity analysis of endmember numbers, where \( M \) was varied from 3 to 15 with an interval of 2. Specifically, the \( M \) endmembers were randomly selected from the USGS mineral spectra library, while the corresponding abundance maps were generated according to the spherical Gaussian field. Fig. 6 shows the ground-truth abundance maps of Simu-2 for the seven-endmember case.

### B. Simulated Experiments and Analysis

This section describes the five simulated experiments, in order to analyze the unmixing performance from all aspects. Note that all of the experimental results in this paper are the average values obtained by 20 random tests. Due to the fact that the NMF-based methods are sensitive to the initial points, we adopted VCA-FCLS as the default initialization for all the NMF-based methods, unless noted otherwise. In addition, the adjustable parameters for the compared algorithms were consistent with the original references.

1) **Parameter Analysis**: In the first experiment, parameter \( \lambda \) was analyzed with Simu-1 in the condition of 20-dB...
white Gaussian noise. In order to make better use of the spatial information, the initialization of SGSNMF was utilized. Fig. 7 illustrates the varying tendency of the unmixing performance as $\lambda$ increases. As can be seen in Fig. 7, a stable and excellent performance is obtained when parameter $\lambda$ varies from 0.2 to 1.2. Due to the tradeoff between the reconstruction and the group sparsity, when $\lambda$ is larger than 1.5, the reconstruction term is relaxed, and there is a distinct downward trend in the abundance estimation accuracy. Thus, in order to obtain a stable and accurate HU solution, the optimal value of $\lambda$ can be set in the range $[0.2, 1.2]$. In the following experiments, parameter $\lambda$ was set to 0.3.

2) Simulated Experiment With Different Kinds of Pixel Grids: This experiment was initiated to check the validity of the proposed spatial prior. The analysis covers the spatial groups which were generated by both pixel grids and SLIC superpixels. In addition, the pixel-wise sparse CNMF method, L1/2NMF, was also introduced for comparison. The SLIC superpixels with different group sizes are illustrated in Fig. 8, where the RGB images are simulated with bands 50, 100, and 150.
defined as the width of a hexagon. The average experimental results and the corresponding standard deviations are shown in Fig. 9. It is clear from Fig. 9 that SGSNMF shows an improved performance over \( L_{1/2} \)NMF, which proves the validity of the proposed group sparse regularization term. For the shape of the spatial groups, superpixels are superior to pixel grids. This is mainly because superpixels are the natural and adaptive representations of a scene, and the distribution of endmembers is sparser when compared with that of pixel grids. In addition, for the Simu-1 data set, the optimum group size is around 5, and the unmixing results are also acceptable for other group sizes, such as 3, 7, 9, and 11.

3) Sensitivity Analysis to Different Initializations: In this experiment, different initializations were introduced and compared in the aspect of unmixing performance and precision, including random initialization, VCA-FCLS, and region-based VCA-FCLS. More specifically, the candidate endmembers for the region-based VCA were the mean spectra of the SLIC superpixels. For the random initialization, \( A \) and \( S \) were both initialized by setting their entries to random values between 0 and 1. Fig. 10 shows the unmixing results obtained with different initializations in the condition of 20-dB white Gaussian noise (Simu-1). Since the VCA-FCLS initialization provides a more accurate initial point that is closer to the global optimal solution, the corresponding unmixing results outperform those obtained by the random initialization. Among the three initializations, the region-based method produces the highest accuracy, and shows strong stability and robustness with regard to noise. This is mainly because the accurate SLIC segmentation results effectively enhance the SNR of the candidate endmembers, while the spatial property of the original data is also well preserved.

4) Robustness Analysis to Noise: We carried out this experiment to compare and analyze the robustness of the algorithms. In this experiment, the Simu-1 data set was polluted by the white Gaussian noise, as well as the Poisson noise with different noise levels, where the SNR was varied from 15 to 50 dB with an interval of 5 dB. The number of endmembers was known in advance for all the algorithms. Figs. 11 and 12 illustrate the average performances of the different algorithms in the conditions of the Gaussian noise and Poisson noise, respectively. Overall, it can be observed that the proposed SGSNMF favorably compares to the other algorithms, with regard to the SAD values and RMSE values in most SNR cases. Meanwhile, all the algorithms show a decreased unmixing accuracy as the SNR decreases. In detail, MVCNMF obtains the lowest accuracy at 15 dB. This is mainly because the minimum-volume constraint fails to treat the case of low SNR. However, the proposed method exhibits much better robustness in the abundance estimation, thanks to the spatial and sparse priors.

5) Sensitivity Analysis to Endmember Numbers: We conducted this experiment with the Simu-2 data set in order to verify the applicability of the proposed method with regard to different endmember numbers. This experiment was conducted under the condition of 20-dB white Gaussian noise. The number of endmembers \( M \) was varied from 3 to 15. In general, the difficulty of the unmixing increases as \( M \) increases. As can
Fig. 13. Comparison between the algorithms with a different number of endmembers (from 3 to 15). (a) SAD. (b) RMSE.

Fig. 14. AVIRIS hyperspectral data from Cuprite, NV, USA. (a) 3-D cube form of the Cuprite experiment area. (b) USGS library mineral spectra signatures.

be seen from Fig. 13, the overall unmixing accuracies are similar when \( M \) is relatively small, whereas the proposed method shows an obvious superiority as \( M \) increases. These differences can be attributed to the group constraint of the proposed method and the sparse structure of the abundances.

V. REAL-DATA EXPERIMENTS

Two real HSIs were also used to evaluate the unmixing accuracy. The selected real hyperspectral data were obtained from the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and an unmanned aerial vehicle (UAV)-borne hyperspectral sensor, with different spatial resolutions.

A. Real-Data Experiments With Cuprite Data

The first data set was a 250 × 190 subimage of the Cuprite data set captured by AVIRIS in June 1997 in NV, USA, with 224 bands covering the wavelength range of 370 to 2480 nm. After removing the water absorption bands (106–115 and 151–169) and low SNR bands (1–3 and 221–224), a subimage with 188 bands was considered in this experiment. The Cuprite data cube and the reference spectra are shown in Fig. 14. According to the slight spectral variations of the same type of minerals with different chemical compositions, 12 kinds of endmembers were selected for unmixing in this experiment: Alunite, Andradite, Buddingtonite, Dumortierite, Kaolinite_1, Kaolinite_2, Muscovite, Montmorillonite, Nontronite, Pyrope, Sphene, and Chalcedony. Fig. 15 shows the abundance maps estimated by SGSNMF. The estimations correlate well with the geological maps of the Cuprite data set [49], and some endmembers with distinct distributions, such as Buddingtonite, Muscovite, and Montmorillonite, are well identified by the proposed method.

In order to evaluate the unmixing performance in the real hyperspectral scenes quantitatively, two comparisons were undertaken. The first was an SAD comparison between the estimated endmember signatures and the reference spectra from the USGS library. The SAD values of all the methods (in radians) are listed in Table II, where the results are the average values of 20 repeated experiments. The best numerical results are displayed in bold. It can be concluded from Table II that the endmember estimations of SGSNMF are better than those generated by the other methods.

Due to the differences between the image spectra and the field spectra from the USGS library, the SAD values are not a sufficient indicator of HU accuracy. Therefore, we calculated the reconstruction errors of each method to further evaluate the accuracy. If the estimations are accurate, only some small errors should be shown in the reconstruction maps. Table III shows the average reconstruction errors and the corresponding error maps of each method. The number of endmembers was set to \( M = 12 \) and \( M = 14 \) to minimize the impact of the unknown number of endmembers. As shown, it is clear that MVCNMF and SGSNMF outperform the other methods in the reconstruction. Even when \( M \) increases to 14, there are still some notable errors in the top right of the error maps of VCA, ASSNMF, and \( L_1/2NMF \). To summarize, the joint comparisons demonstrate that the proposed method can obtain improved unmixing results in a real hyperspectral data set.

B. UAV-Borne Hyperspectral Data

The second real data set was a 600 × 400 subimage of the “WHU-GX UAV” image captured by the authors with a Nano-Hyperspec sensor in August 2016, in Guangxi province of China. Unlike airborne hyperspectral imaging, this sensor was integrated with a lightweight multirotor UAV known as the Aibot X6.\(^2\) The scene comprises 270 spectral bands in the

\(^2\)http://www.headwallphotonics.com/spectral-imaging/hyperspectral/nano-hyperspec

\(^3\)https://www.aibotix.com/
visible and near-infrared (400–1000 nm) spectral range, with a spatial resolution of 0.1 m per pixel. Before unmixing, the low SNR bands were removed, leaving 239 bands to be used in the experiment. Fig. 16 shows this UAV-borne hyperspectral data cube and the reference endmember spectra, including cement (road and canals), water, crops, and soil (path on the field).

As shown in Fig. 16(b), the distribution of the four endmembers is quite simple; that is, water is found in the canal in the lower right of the image, the road and the edges of the two canals are made up of cement, the soil is located on the H-shaped path in the field and the boundaries, and crops cover the other major parts. Although the spatial resolution of the UAV image is relatively high, there are still some
TABLE III
RECONSTRUCTION ERROR COMPARISON FOR THE CUPRITE DATA SET

<table>
<thead>
<tr>
<th>Method</th>
<th>VCA-FCLS</th>
<th>MVCNMF</th>
<th>ASSNMF</th>
<th>$L_{12}$NMF</th>
<th>SGSNMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = 12$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1418</td>
<td>0.0572</td>
<td>0.1111</td>
<td>0.0914</td>
<td>0.0591</td>
</tr>
<tr>
<td>$M = 14$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0922</td>
<td>0.0524</td>
<td>0.0752</td>
<td>0.0729</td>
<td>0.0511</td>
</tr>
</tbody>
</table>

Fig. 16. UAV-borne hyperspectral data from Guangxi, China. (a) 3-D cube form of the experiment area. (b) Ground truth. (c) Reference spectral signatures of four endmembers.

mixed pixels located in the boundaries and the path in the field.

The abundance maps estimated by each algorithm are shown in Table IV. Overall, the abundances estimated by SGSNMF are sparser and agree with the ground truth very well. As shown in the ground-truth map, the ground truth of the path in the field is soil, and some crops are found in the boundaries. Due to the shading effect on the path, the abundances on the narrow path are difficult to estimate, and were estimated as some low-reflectance endmembers (e.g., water) by the compared methods. In contrast, the major abundance estimation of the path is soil for SGSNMF. This is mainly because the spatial group sparsity leads to a tradeoff; as a result, the ASC is slightly relaxed and the estimation is more accurate. However, it should be noted that there are still some inaccurate abundances (e.g., cement) in the path estimated to fit the reconstruction errors of SGSNMF. Due to the width of the path being less than $w$, for some heterogeneous boundary pixels, the confidence index $c_j$ is small, the reconstruction term plays an important role, and therefore the sparse pattern is not forced to be followed. To evaluate the unmixing performance quantitively, the SAD values between the estimated and reference signatures are compared in Table V. The SAD results agree with the finding in the abundance maps, in that the overall performance of SGSNMF is much better than that of the compared methods.

C. Efficiency Analysis With Real Hyperspectral Data

The effectiveness of the proposed algorithm was verified by the use of two real hyperspectral data sets, using
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TABLE IV
COMPARISON BETWEEN THE ABUNDANCE MAPS FOR THE UAV-BORNE HYPERSONTICAL DATA

<table>
<thead>
<tr>
<th>Endmember</th>
<th>Method</th>
<th>VCA-FCLS</th>
<th>MVCNMF</th>
<th>$L_{1/2}$NMF</th>
<th>ASSNMF</th>
<th>SGSNMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

MATLAB 2016a. In this experiment, all the algorithms were compared on a personal computer equipped with an Intel Xeon CPU at 3.50 GHz and 16-GB RAM. The efficiency comparison with the two real hyperspectral data sets is provided in Table VI, where we present the average time (in seconds), the number of iterations, and the objective values, which are equal to $\|X - AS\|^2$. The running time of SGSNMF is divided into two parts: the first part is the time for the SGSNMF decomposition and the time in brackets is the time for the SLIC segmentation.

As shown in Table VI, because of the alternative iterative process, the running times of the NMF-based algorithms are large, compared with VCA-FCLS, but the accuracy errors of the reconstruction are much lower. The optimization rules of the NMF-based algorithms are different: a multiplicative update rule is used in ASSNMF and $L_{1/2}$NMF, while the ANLS-projected gradient method is used in MVCNMF and SGSNMF. The results show that the algorithms with ANLS-projected gradient optimization have the merits of
quick convergence and high reconstruction precision. Due to the low convergence rate of the multiplicative update rule, the number of iterations of ASSNMF and $L_{1/2}$NMF is greater. In contrast, the proposed SGSNMF algorithm has the fastest final convergence. Note that, due to the SLIC segmentation preprocessing, for SGSNMF, the overall running time may be larger than that of the other methods, particularly in the case of the image size being large. This is mainly because the running time of the modified SLIC is linear with regard to the number of pixels in the scene, which can be verified by comparing the SLIC running times of hyperspectral data with a different numbers of pixels.

VI. Conclusion

In this paper, we have developed a novel blind unmixing algorithm, namely SGSNMF, for remotely sensed hyperspectral data. SLIC segmentation is introduced to the hyperspectral data to generate spatial groups, and the initial endmembers which are closer to the global minimum are estimated based on this spatial prior. In addition, the sparse structures of the spatial groups are exploited to describe the local distribution of the endmembers. The spatial prior and the sparsity of the abundance are integrated as a new regularization into the unmixing process, where the pixels within a spatial group are expected to share the same sparse pattern. The experimental results obtained with simulated data as well as real hyperspectral data with different spatial resolutions confirm the potential of the proposed algorithm. The proposed algorithm has several benefits when compared to some of the current state-of-the-art methods. In particular, SGSNMF is more robust to noise, as a result of the spatial prior, and performs better than the other methods as the number of endmembers increases.

In practical applications, given hyperspectral data and the number of endmembers $M$, the proposed blind HU method, SGSNMF, is fully automated. SGSNMF is not greatly dependent on the parameters, and the experimental results show that a large range of values for some of the important parameters, such as $\lambda$ and $\omega$, give realistic endmember and abundance estimates. If a higher accuracy is needed, these parameters can be adjusted by the user referring to the given range and the original data. A relatively small parameter $\lambda = 0.3$ is suggested to weight the proposed regularizer, while in a case with low SNR, it could be larger. For the SLIC segmentation, we suggest that the average superpixel size $\omega$ and weight $\omega_s$ are set as small values, to guarantee the homogeneous assumption of the spatial groups. In our future work, in addition to the application of the group sparsity idea to other data sets, we plan to further exploit the framework by considering the connections and differences between the different spatial groups. In addition, adaptive parameter estimation will also be studied to promote the practicality of the proposed method.
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