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Abstract—Transfer learning is established as an effective technology to leverage rich labeled data from some source domain to build an accurate classifier for the target domain. The basic assumption is that the input domains may share certain knowledge structure, which can be encoded into common latent factors and extracted by preserving important property of original data, e.g., statistical property and geometric structure. In this paper, we show that different properties of input data can be complementary to each other and exploring them simultaneously can make the learning model robust to the domain difference. We propose a general framework, referred to as Graph Co-Regularized Transfer Learning (GTL), where various matrix factorization models can be incorporated. Specifically, GTL aims to extract common latent factors for knowledge transfer by preserving the statistical property across domains, and simultaneously, refine the latent factors to alleviate negative transfer by preserving the geometric structure in each domain. Based on the framework, we propose two novel methods using NMF and NMTF, respectively. Extensive experiments verify that GTL can significantly outperform state-of-the-art learning methods on several public text/image datasets.
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1 INTRODUCTION

The exponential growth of big data from a variety of domains has created a compelling demand for innovative methods to analyze and manage them. Unfortunately, for some newly-emerged target domains, labeled data are usually very sparse, making standard supervised learning algorithms infeasible. Moreover, collecting sufficient labeled data from scratch is very expensive. One may expect to leverage the abundant labeled data readily available in some related source domains for training an accurate classifier in the target domains. However, standard supervised learning algorithms cannot reuse the labeling knowledge across domains effectively, since they fundamentally require the training and test data to be sampled from the same distribution. Recently, the literature has witnessed an increasing interest in developing transfer learning [2] algorithms for cross-domain knowledge transfer problems. Transfer learning has proven to be promising in real-world applications, e.g., text categorization [3], sentiment analysis [4], image classification [5], video summarization [6], and collaborative filtering [7], etc.

One major computational problem of transfer learning is how to explore the shared knowledge structure underlying input domains as the bridge to propagate supervision information from the source domains to the target domains. Recent works focus on encoding the knowledge structure into common latent factors and extracting them by preserving specific property of the original data: 1) preserving the statistical property, i.e., maximizing embedded variance or minimizing reconstruction error [8], [9], [10], [11], [3], [12]; and 2) preserving the geometric structure, i.e., encoding similar examples with similar representations [13], [14], [15], [16], [17]. Specifically, the statistical property here refers to the sufficient statistics of input data, e.g., sample variance, or global variability [18]. The geometric structure refers to the manifold, which supports the intrinsic distribution of input data and locally looks like a flat low-dimensional Euclidean space [19].

The main limitation of most prior transfer learning methods is that they do not simultaneously preserve both the statistical property and geometric structure. In reality, preserving these complementary properties together is important to make learning models robust to the domain difference. In some difficult scenarios, the intrinsic domain structure cannot be effectively explored with a single property of data. In this case, previous methods may suffer from ineffective transfer, i.e., underfitting the target data. In other difficult scenarios, the domain difference can be so large that it may be difficult to extract common factors as the bridge for knowledge transfer. In this case, previous methods may suffer from negative transfer, i.e., overfitting the target data. These issues motivate us to design a framework to explore both the statistical property and geometric structure for robust transfer learning.

For the ineffective transfer problem, inspired by Zhu...
et al. [18], the statistical and geometric properties may focus on different aspects of the original data and are complementary to each other in reality. The justifications are as follows. On one hand, each data point may be associated with some latent factors. For example, a text document can be regarded as a combination of several hidden semantics. Extracting these latent factors involves preserving the statistical property of the original data [20]. On the other hand, from the geometric perspective, the data points may be sampled from a distribution supported by a low-dimensional manifold embedded in a high-dimensional space [19]. Preserving this geometric structure involves encoding similar examples or features with similar embeddings. By preserving the statistical and geometric properties together, we can improve the smoothness of latent factors and enhance the effectiveness of transfer learning.

For the negative transfer problem, we put forward the following justifications. When the source and target domains are different enough, it is impossible to extract some latent factors common to both domains. If we forcefully extract some “common” latent factors, then they may result in the inconsistency between the target domain cluster structure and the source domain discriminating structure. To alleviate this problem, we propose to preserve the geometric structure in each domain. Thus, the geometric structure of target domains will be respected even if it is contradicted with the common factors transferred from source domains.

In this paper, we propose a general framework, referred to as Graph Co-Regularized Transfer Learning (GTL), to achieve more effective and robust transfer learning. Specifically, GTL aims to extract some common latent factors for knowledge transfer by preserving the statistical property across domains, and simultaneously, refine the latent factors to alleviate negative transfer by preserving the geometric structure in each domain. The key assumptions of GTL are as follows: 1) by preserving the statistical and geometric properties simultaneously, we can improve the smoothness of latent factors and enhance effective transfer learning; 2) by preserving the geometric structure in each domain, the domain-specific geometric structure can be respected to alleviate negative transfer. The main contributions of this paper are summarized as follows.

- To cope with the considerable change in data distributions from different domains, GTL aims to simultaneously preserve the statistical property and geometric structure in a unified framework. The learning goal of GTL is to enhance effective transfer and alleviate negative transfer. To the best of our knowledge, GTL is the first transfer learning framework which has explored the criteria simultaneously to achieve the learning goal.
- Many existing matrix factorization models, e.g., NMF [21] and Semi-NMF [22], can be incorporated into the GTL framework to tackle transfer learning problems. The implemented methods can be optimized by multiplicative update rules.
- Under the GTL framework, we further propose two new methods based on NMF [21] and Non-negative Matrix Tri-Factorization (NMTF) [23], respectively. Both methods perform effectively for cross-domain text and image classification tasks.
- Comprehensive experiments on text (Reuters-21578 and 20-Newsgroups) and image (PIE, USP-S, MNIST, MSRC, and VOC2007) datasets verify the effectiveness of GTL in real-life applications.

The rest of the paper is organized as follows. The related works are discussed in Section 2. In Section 3, we present the general framework, implement two learning algorithms using NMF and NMTF, and analyze their computational complexity. In Section 4, we further analyze convergence property of the new algorithms. The experimental evaluations are reported in Section 5. Finally, we conclude the paper in Section 6.

2 Related Work
Transfer learning is established to be effective in the applications where the training data and test data are obtained from different resources and with different distributions. Based on the literature survey [2], most transfer learning methods can be roughly organized into two categories: instance re-weighting [24], [25] and feature extraction. Our approach belongs to the feature extraction category, which can be roughly reorganized into three subcategories: correspondence learning, distribution matching, and preservation of data property.

Correspondence Learning: Well-known methods include Structural Correspondence Learning (SCL) [26] and Spectral Feature Alignment (SFA) [4]. These methods first identify the correspondence among non-pivot features by modeling their correlations with pivot features that appear frequently in both domains, and explore the correspondence for subspace learning.

Distribution Matching: Well-known methods are Maximum Mean Discrepancy Embedding (MMDE) [27], Transfer Component Analysis (TCA) [15], and Transfer Subspace Learning (TSL) [28]. These methods aim to extract a shared feature subspace in which the difference in distributions across domains can be reduced by minimizing predefined distance measures.

Property Preservation: A majority of the feature extraction based transfer learning methods belong to this subcategory. These methods assume that there exists common knowledge structure underlying multiple domains, which can be encoded into common latent factors and explored as the bridge for knowledge transfer across domains. The latent factors can be extracted by preserving important properties of input data, e.g., statistical property [8], [9], [10], [29], [11], [3], [12], and geometric structure [13], [14], [15], [16], [17].

Preservation of Statistical Property: Preserving the statistical property can be reduced to maximizing the empirical likelihood, or minimizing the reconstruction
error, of the model parameters to fit input data statistics. Collective Matrix Factorization (CMF) proposed by Singh et al. [30] and its tri-factorization variants have been extensively studied for transfer learning recently [9], [10], [11], [5], [12], [3]. CMF simultaneously factorizes multiple matrices with correspondences between rows and columns while enforcing a set of common latent factors that match rows and columns across different matrices. In this process, the common latent factors are shared as the bridge for knowledge transfer. Wang et al. [9] proposed Label Propagation (LP) to share the feature clusters as the bridge for knowledge transfer. Zhuang et al. [10], [3] developed Matrix Tri-Factorization based Classification (MTrick) to share the associations between feature clusters and example classes for knowledge transfer. In essence, all CMF-based methods are underpinned by maximizing the empirical likelihood across multiple domains [30]. They only explore the statistical property of data, and may suffer from underfitting when data structure is complicated. Different from these methods, our GTL simultaneously explores both the statistical property and the geometric structure to discover more connections between domains, and builds up a better bridge.

Preservation of Geometric Property: Preserving the geometric structure can be executed by exploring the local invariance assumption [19], i.e., similar examples or features should have similar embeddings. Recently, several methods have been proposed to explore the geometric structure for transfer learning [13], [14], [15], [16], [17]. These methods aim to maximize the consistency between the in-domain geometric structure and out-of-domain discriminating structure using spectral learning. Contrary to the CMF-based methods, these methods focus only on the geometric structure and do not explore the statistical property. Different from these methods, our GTL explores the geometric structure underlying both example and feature spaces, and simultaneously, it explores the statistical property across domains. Thus, we can take advantage of both sets of methods to establish robust transfer learning.

3 GRAPH CO-REGULARIZED TRANSFER LEARNING FRAMEWORK

In this section, we first define the problem setting and learning goal for transfer learning. Then we present our Graph Co-Regularized Transfer Learning (GTL) framework. Based on the framework, we propose two novel methods using NMF and NMTF, respectively. Finally, we will analyze the computational complexity.

3.1 Problem Definition

We focus on transductive transfer learning; rich labeled data are available in source domains and only unlabeled data are available in target domains. We study multi-class classification on one source and one target domains, which can be extended to multiple domains.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\pi}$</td>
<td>domain $\pi, \pi \in \Pi$</td>
<td>$X_{\pi}$</td>
<td>$m \times n_{\pi}$ data matrix of $D_{\pi}$</td>
</tr>
<tr>
<td>$n_{\pi}$</td>
<td>#examples in $D_{\pi}$</td>
<td>$Y_{\pi}$</td>
<td>$n_{\pi} \times c$ label matrix of $D_{\pi}$</td>
</tr>
<tr>
<td>$m, c$</td>
<td>#features, #classes</td>
<td>$U_{\pi}$</td>
<td>$c$ feature clusters in $D_{\pi}$</td>
</tr>
<tr>
<td>$p$</td>
<td>#nearest neighbors</td>
<td>$W_{\pi}$</td>
<td>$c$ example classes in $D_{\pi}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>feature graph reg.</td>
<td>$H_{\pi}$</td>
<td>associations between $U_{\pi}$ &amp; $V_{\pi}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>example graph reg.</td>
<td>$L_{\pi}^+\gamma$</td>
<td>feature graph Laplacian in $D_{\pi}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>orthogonality reg.</td>
<td>$L_{\pi}^+$</td>
<td>example graph Laplacian in $D_{\pi}$</td>
</tr>
</tbody>
</table>

Denote $D_{\pi}$ the $\pi$th domain, where $\pi \in \Pi$ is the domain index. To distinguish different types of domains, we partition $\Pi$ into source domain indices $\Pi_s$ and target domain indices $\Pi_t$, i.e., $\Pi = \Pi_s \cup \Pi_t, \Pi_s \cap \Pi_t = \emptyset$. The domains share identical feature space $X$ and label space $Y$ with $|X| = m$ features and $|Y| = c$ labels, respectively. Denote $X_{\pi} = [x_{\pi}^1, \ldots, x_{\pi}^{n_{\pi}}] \in \mathbb{R}^{m \times n_{\pi}}$ the feature-example matrix of domain $D_{\pi}$, where $x_{\pi}^i$ is the $i$th example in domain $D_{\pi}$. Denote $Y_{\pi} \in \mathbb{R}^{n_{\pi} \times c}$ the label matrix of source domain $D_{\pi}$, where $y_{ij}^{\pi}$ is assigned to class $j$, and $y_{ij}^{\pi} = 0$ otherwise. Frequently used notations are summarized in Table 1.

Problem 1 (Learning Goal). Given domains $\{D_{\pi}\}_{\pi \in \Pi}$, learn a multi-class classifier $f : X \mapsto Y$ with low error rate on target domains $\{D_{\pi}\}_{\pi \in \Pi_t}$, by simultaneously 1) preserving the statistical property across domains to facilitate knowledge transfer, and 2) preserving the geometric structure in each domain to alleviate negative transfer.

In this paper, we propose a general framework, referred to as Graph Co-Regularized Transfer Learning (GTL), to achieve the learning goal. In GTL, we adopt a regularized matrix factorization technique. We assume that the input domains can share some common latent factors. We extract the common factors by collective matrix factorization, which can preserve the statistical property of the input data across domains. Simultaneously, we refine the common factors by graph co-regularization, which can preserve the geometric property of the input data in each domain. In this way, the learning model is made more robust to the domain difference. Our proposed justifications are two-folds: 1) if the statistical and geometric properties are consistent across domains, they can reinforce learning each other to enhance knowledge transfer; 2) otherwise, the in-domain geometric property will dominate learning task within each domain to alleviate negative transfer.

3.2 General Framework

The general GTL framework integrates two learning objectives into a unified optimization problem: collective matrix factorization and graph co-regularization.

3.2.1 Collective Matrix Factorization

First, we extract the latent factors by collective matrix factorization [30], through which data distributions
between domains can be drawn close. We aim to preserve the statistical property of data across domains.

**Collective Matrix Factorization:** The latent factors in each domain $D_\pi$ can be extracted by nonnegative matrix factorization (NMF) model [21], [22]. In NMF, a feature-example matrix $X_\pi$ is decomposed into two low-rank nonnegative matrices $U_\pi$ and $V_\pi$, such that the reconstruction error of matrix $X_\pi$ is minimized and the statistical property of input data is preserved. NMF amounts to the following optimization problem:

$$
\min_{U_\pi, V_\pi \geq 0} L\left(X_\pi, h\left(U_\pi V_\pi^T\right)\right)
$$

where $h$ is the prediction link and $L$ is the loss function. $U_\pi = [u_\pi^1, \ldots, u_\pi^n] \in \mathbb{R}^{m \times c}$ is the feature cluster matrix, with each $u_\pi^i$ representing a feature cluster; and $V_\pi = [v_\pi^1, \ldots, v_\pi^n] \in \mathbb{R}^{n \times c}$ is the example class matrix, with each $v_\pi^i$ representing an example class. Intuitively, $U_\pi$ and $V_\pi$ are the co-clustering results for $X_\pi$ on features and examples, respectively. According to Ding et al. [20], NMF models are equivalent to maximizing the empirical likelihood of the input data.

**Collective Matrix Tri-Factorization:** Similarly, the latent factors can also be extracted by nonnegative matrix tri-factorization (NMTF) model [23]. In NMTF, the feature-example matrix $X_\pi$ is decomposed into three low-rank nonnegative matrices $U_\pi$, $H_\pi$, and $V_\pi$,

$$
\min_{U_\pi, H_\pi, V_\pi \geq 0} L\left(X_\pi, h\left(U_\pi H_\pi V_\pi^T\right)\right)
$$

$H_\pi \in \mathbb{R}^{c \times c}$ is the association between feature clusters $U_\pi$ and example classes $V_\pi$ and can give a condensed view of $X_\pi$. Similar to CMF, we extend basic NMTF to simultaneously factorize multiple relevant matrices, which leads to collective matrix tri-factorization (CMTF)

$$
\min_{U_\pi \in C_\pi, H_\pi \in H_\pi, V_\pi \in C_\pi} \sum_{\pi \in \Pi} L\left(X_\pi, h\left(U_\pi H_\pi V_\pi^T\right)\right)
$$

Through CMTF, the feature clusters are usually shared across domains to facilitate transfer learning [9], [29], i.e., $C_\pi \triangleq \{U_\pi = U : \pi \in \Pi\}$. Similarly, the associations can also be shared across domains to facilitate stable transfer learning [10], [3], i.e., $H_\pi \triangleq \{H_\pi = H : \pi \in \Pi\}$. We study both CMF and CMTF for transfer learning.

### 3.2.2 Graph Co-Regularization
Secondly, we refine the latent factors by graph co-regularization, through which the data distribution in each domain can be respected. We aim to preserve the intrinsic geometric property of data in each domain.

**Feature Graph Regularization:** Considering the geometric perspective, the data points may be sampled from a distribution supported by a low-dimensional manifold embedded in a high-dimensional space [32], [19]. Preserving this geometric structure can make the learning model carefully respect the domain-specific data distribution and substantially alleviate the negative transfer issue. By the *local invariance assumption* [33], if two examples $x_{i\pi}, x_{j\pi}$ are close in the intrinsic geometry of the data distribution underlying domain $D_\pi$, then their embeddings $v_{i\pi}^\pi$ and $v_{j\pi}^\pi$ should also be close. The geometric structure can be effectively encoded by a $p$-nearest neighbor graph on the involved scatter of data points [19]. Consider an example graph $G_\pi^\pi$ with $n_\pi$ vertices each representing a data point in domain $D_\pi$, and define the affinity matrix of $G_\pi^\pi$ as

$$
(W_\pi^\pi)_{ij} = \begin{cases} 
\sin(\cdot, \cdot), & \text{if } x_{i\pi} \in N_{\pi}(x_{j\pi}) \lor x_{j\pi} \in N_{\pi}(x_{i\pi}) \\
0, & \text{otherwise}
\end{cases}
$$

where $\sin(\cdot, \cdot)$ is a proper similarity function, $N_{\pi}(x_{i\pi})$ is the set of $p$-nearest neighbors of the example $x_{i\pi}$.

Recall that the low-dimensional embedding of example $x_{i\pi}$ extracted by CMF is $v_{i\pi}^\pi = [v_{i\pi}^1, \ldots, v_{i\pi}^c]$. We use loss function $\ell$ to measure the closeness between each pair of embeddings $v_{i\pi}^\pi$ and $v_{j\pi}^\pi$, i.e., $\ell(v_{i\pi}^\pi, v_{j\pi}^\pi)$. According to Cai et al. [19], preserving the geometric structure in domain $D_\pi$ with respect to graph $G_\pi^\pi$ is achieved by the following example graph regularization

$$
\mathcal{R}(V_\pi) = \frac{1}{2} \sum_{i,j=1}^{n_\pi} \ell(v_{i\pi}^\pi, v_{j\pi}^\pi)(W_\pi^\pi)_{ij}
$$

**Example Graph Regularization:** Considering duality between features and examples, the features are also sampled from a distribution supported by another low-dimensional manifold [34]. By the *local invariance assumption* [33], if two features $x_{i\pi}, x_{j\pi}$ are close in the intrinsic geometry of the data distribution underlying domain $D_\pi$, then their embeddings $v_{i\pi}^\pi$ and $v_{j\pi}^\pi$ should also be close. As the example graph, consider a feature graph $G_\pi^\pi$ with $m$ vertices each representing a feature in domain $D_\pi$, and define the affinity matrix of $G^\pi_\pi$ as

$$
(W^\pi_\pi)_{ij} = \begin{cases} 
\sin(\cdot, \cdot), & \text{if } x_{i\pi} \in N_{\pi}(x_{j\pi}) \lor x_{j\pi} \in N_{\pi}(x_{i\pi}) \\
0, & \text{otherwise}
\end{cases}
$$

where $\sin(\cdot, \cdot)$ is a proper similarity function, $N_{\pi}(x_{i\pi})$ is the set of $p$-nearest neighbors of the feature $x_{i\pi}$.

The low-dimensional embedding of feature $x_{i\pi}$ extracted by CMF is $u_{i\pi}^\pi = [u_{i\pi}^1, \ldots, u_{i\pi}^c]$. Similar to the
example graph regularization, preserving the geometric structure in domain $D_\pi$ with respect to graph $G^\pi_\mu$ is achieved by the following feature graph regularization

$$R(U_\pi) = \frac{1}{2} \sum_{i,j=1}^{m} \ell \left( u^\pi_{is}, u^\pi_{js} \right) \left( W^\mu u \right)_{ij} \tag{8}$$

We refer to the graph regularization terms in Equations (6) and (8) as graph co-regularization, since they are to preserve the geometric structure on examples and features simultaneously. We will use them to refine the latent factors for alleviating negative transfer.

### 3.2.3 Optimization Framework

To further boost the performance for cross-domain classification, the two learning objectives should be considered together. The reasons are: 1) with collective matrix factorization, the common latent factors are extracted through which knowledge can be transferred between domains; 2) with graph co-regularization, the geometric structure in each domain is preserved so that negative transfer can be substantially alleviated. Furthermore, collective matrix factorization and graph co-regularization can be performed simultaneously to enjoy the intrinsic mutual reinforcement learning: 1) collective matrix factorization can extract a subspace with statistically-sufficient embeddings for all the examples and features, and 2) graph co-regularization can enrich the subspace with discriminating geometric structure for better classification performance. Therefore, we should integrate these two learning objectives seamlessly into unified GTL optimization framework

$$\min_{U_\pi \in C_u, V_\pi \in C_v} \sum_{\pi \in \Pi} \left[ L(X_\pi, h(U_\pi V_\pi^T)) + \lambda R(U_\pi) + \gamma R(V_\pi) \right]$$

where $\lambda$ is the feature graph regularization parameter, and $\gamma$ is the example graph regularization parameter. Since true labels are available in the source domains, we incorporate them in the optimization framework by $C_v \triangleq \{ U_\pi \equiv U : \pi \in \Pi \}, C_u \triangleq \{ V_\pi \equiv Y_\pi : \pi \in \Pi \}$. To facilitate transfer learning, we follow [8], [30], [31] and share the feature clusters across domains, i.e., $C_u \triangleq \{ U_\pi \equiv U : \forall \pi \in \Pi \}, \text{through which supervision information can be propagated from the source domains to the target domains.}$

Similarly, the GTL framework can also be formulated by using collective matrix tri-factorization (CMTF) $\min_{H_\pi \in C_h, V_\pi \in C_v, X_\pi \in C_x} \sum_{\pi \in \Pi} \left[ L(X_\pi, h(U_\pi H_\pi V_\pi^T)) + \lambda R(U_\pi) + \gamma R(V_\pi) \right]$

where $\sigma$ is the shrinkage regularization parameter; $L^u_\pi$ and $L^v_\pi$ are the graph Laplacian matrices which are computed as $L^u_\pi = D^u_\pi - W^u_\pi$; $L^v_\pi = D^v_\pi - W^v_\pi$; and $D^u_\pi$ and $D^v_\pi$ are diagonal degree matrices with each item $(D^u_\pi)_{i i} = \sum_{j=1}^{m} (W^u_\pi)_{i j}$; $(D^v_\pi)_{i i} = \sum_{j=1}^{m} (W^v_\pi)_{i j}$. Based on the shrinkage methodology, we can approximately satisfy the orthogonality constraints for $V_\pi, \forall \pi \in \Pi$ by preventing the second term from getting too large. Due to Lagrange multiplier method, given any $\varepsilon$, there is a proper $\sigma$ such that $\| V^T_\pi V_\pi - I \|_F^2 \leq \varepsilon, \forall \pi \in \Pi$ is satisfied.

#### 3.3 Learning Algorithms

We extend standard algorithms NMF [21] and NMTF [23] under the GTL framework using proper settings. We choose linear models, i.e., $h(X) = X$, $L(X, X) = \| X - X \|_F^2$, $\ell(x, x) = \| x - x \|_2^2$, and $\text{sim}(x, x) = \cos(x, x)$. We further impose approximate orthogonal constraints for $C_v$, i.e., $C_v \supset \left\{ \| V^T_\pi V_\pi - I \|_F^2 \leq \varepsilon : \forall \pi \in \Pi \right\}$, where $\varepsilon$ is a small constant. GTL will require the orthogonality constraints to combat the trivial solution problem.

#### 3.3.1 GTL Using NMF

Using nonnegative matrix factorization (NMF) [21] as base model, the framework in (9) is reduced to GTL$_2$

$$O_2 = \sum_{\pi \in \Pi} \| X_\pi - UV^T_\pi \|_F^2 + \frac{\sigma}{2} \sum_{\pi \in \Pi} \| V^T_\pi V_\pi - I \|_F^2$$

$$+ \lambda \sum_{\pi \in \Pi} \text{tr} \left( U^T L^u_\pi U \right) + \gamma \sum_{\pi \in \Pi} \text{tr} \left( V^T L^v_\pi V_\pi \right) \tag{12}$$

To facilitate transfer learning, we share the associations across domains as [10], [3], i.e., $C_h \triangleq \{ H_\pi \equiv H : \forall \pi \in \Pi \}$. With the optimization results, the label for example $x^*_\pi$ in target domain $D_\pi$ can be predicted by

$$f(x^*_\pi) = \arg \max_{\pi \in \Pi} (V_\pi)_{ij} \tag{11}$$

The GTL framework is formulated to be general, in which we can choose various prediction link $h$, loss functions $L$ and $\ell$, similarity function $\text{sim}$, constraints $C_u$ and $C_v$. The widely adopted options are as follows:

- $h$ can be either the identity function or the logistic function, i.e., $h(X) = X$, $h(X_{ij}) = \frac{1}{1+e^{-\gamma X_{ij}}}$.
- $L$ can be either the sum of squares loss or the matrix divergence [19], i.e., $L(X, X) = \| X - X \|_F^2$, $L(X, \hat{X}) = \sum_{ij} \left( X_{ij} \log \frac{X_{ij}}{\hat{X}_{ij}} + \hat{X}_{ij} \right)$.

- $\ell$ can be either the Euclidian distance or the generalized KL-divergence [19], i.e., $\ell(x, \hat{x}) = \| x - \hat{x} \|_2^2$, $\ell(x, \hat{x}) = \sum_{i} \left( x_i \log \frac{x_i}{\hat{x}_i} - x_i + \hat{x}_i \right)$.

- $\text{sim}$ can be either the cosine similarity or the heat kernel weighting [19], i.e., $\text{sim}(x, \hat{x}) = \cos(x, \hat{x})$, $\text{sim}(x, \hat{x}) = \exp \left(-\frac{\| x - \hat{x} \|_2^2}{\beta} \right)$, $\beta$ is the bandwidth.

- $C_u$ and $C_v$ can incorporate nonnegative constraint (NMF), orthogonal constraint (SVD), probabilistic constraint (PLSA) [20], or $L_1/L_2$-norm constraint.

Based on specific applications, we can choose the most appropriate options to achieve optimal performances.
Equation (13) is decomposed into $c \cdot |\Pi|$ independent subproblems: $O''_\pi = v_{\pi 1}^T L_{\pi}^T v_{\pi \epsilon}$. Each subproblem gets the same solution up to a scale, i.e., $v_{\pi 1} \propto \ldots \propto v_{\pi \epsilon}$. Hence the class assignments by $V_\pi$ tend to assign all examples to one class, which is ill-defined. Gu et al. [35] imposed a normalized-cut style constraint on $V_\pi$ and then solved a constrained optimization problem using the Lagrange multiplier method. However, this method suffers from unstable convergence performance. By satisfying the orthogonality constraints with a shrinkage methodology, GTL can fully address the optimization involves iterative update rules, it is risky that the procedure might get stuck in poor local optima. Therefore, we initialize the classes ${V_\pi}_\pi \in \Pi$, of the target data by training a Logistic Regression (LR) classifier on the labeled source data $X_\pi, Y_\pi \in \Pi_s$.

The problem in Equation (16) can also be solved by an alternating optimization procedure, as stated in the following theorem. The theoretical analysis is similar to the NMF version and thus is omitted. The complete learning procedure is summarized in Algorithm 2.

**Theorem 2.** Updating ${U_\pi}_\pi \in \Pi$, ${V_\pi}_\pi \in \Pi$, $H$ sequentially by Equations (17)–(19) will monotonically decrease the objective function in Equation (16) until convergence.

$$U_\pi \leftarrow U_\pi \odot \frac{[X_\pi V_\pi H^T + \lambda W_\pi U_\pi]}{[U_\pi H V_\pi H^T + \sigma D_\pi U_\pi]} \tag{17}$$

$$V_\pi \leftarrow V_\pi \odot \frac{[X_\pi^T U_\pi H + \gamma W_\pi U_\pi]}{[V_\pi H^T U_\pi^T + \sigma D_\pi V_\pi^T]} \tag{18}$$

$$H \leftarrow H \odot \frac{[\sum_{\pi \in \Pi} U_\pi X_\pi V_\pi]}{[\sum_{\pi \in \Pi} U_\pi^T H V_\pi^T]} \tag{19}$$

where $\odot$ and $\frac{}{}$ denote element-wise product and division.

**Algorithm 2: GTL\textsubscript{4}: GTL Using NMTF**

**Input:** Data $[X_\pi]_\pi \in \Pi$, $[Y_\pi]_\pi \in \Pi$; parameters $p, \lambda, \gamma, \sigma, \tau$.

**Output:** Factors $[U_\pi, V_\pi]_\pi \in \Pi$, $H$, predictions $[Y_\pi]_\pi \in \Pi$.

1. **begin**
2. Construct $W_\pi$ and $W_\pi$ by Equations (5) and (7).
3. Initialize $U_\pi \leftarrow Y_\pi$, $\forall \pi \in \Pi_s$; and $V_\pi \leftarrow \text{LR} ([X_\pi, Y_\pi], \forall \pi \in \Pi_t)$.
4. for $t \leftarrow 1$ to $T$ do
5.   for $\pi \in \Pi$ do
6.     Update $V_\pi$ by Equation (14).
7.   end for
8.   Update $U_\pi$ by Equation (17).
9.   Compute objective $O_\pi^{(t)}$ by Equation (16).
10. Predict target labels by Equation (11) $\hat{y}(x_{i\pi}) = f(x_{i\pi})$.

**Remark on GTL\textsubscript{2} vs. GTL\textsubscript{4}:** Firstly, GTL\textsubscript{2} is at the end of “over-transfer”. It shares the feature clusters $U \in \mathbb{R}^{m \times c}$, which are a large amount of parameters and can encode sufficient knowledge for transferring. However, it may suffer from negative transfer, i.e., the excessive transferred knowledge may be highly inconsistent with the target domain cluster structure. In this scenario, graph co-regularization can preserve the target geometric structure to combat negative transfer. On contrary, GTL\textsubscript{4} is at the end of “under-transfer”. It shares the associations $H \in \mathbb{R}^{c \times c}$, which are a small amount of parameters and can perform robustly to substantial domain difference. However, it may suffer from ineffective transfer, i.e., no sufficient knowledge can be transferred across domains to improve the target tasks. In this scenario, graph co-regularization can facilitate reinforcement learning between different properties of input data to enhance effective transfer.

### 3.3.2 GTL Using NMTF

Using nonnegative matrix tri-factorization (NMTF) [23] as base model, framework (10) is reduced to GTL\textsubscript{3}

$$O_3 = \sum_{\pi \in \Pi} \|X_\pi - U_\pi H V_\pi\|_F^2 + \frac{\sigma}{2} \sum_{\pi \in \Pi} \|V_\pi^2 V_\pi - I\|_F^2 + \lambda \sum_{\pi \in \Pi} \text{tr}(U_\pi^T L_\pi^T U_\pi) + \gamma \sum_{\pi \in \Pi} \text{tr}(V_\pi^T L_\pi^T V_\pi) \tag{16}$$

The computational cost consists of three parts as follows: $O \left( \sum_{\pi \in \Pi} T (m_{\pi} + m_{\pi}^2 + n_{\pi}^2) \right)$ for computing...
multiplicative update rules; $O \left( \sum_{\pi \in \Pi} \left( mn^2 + m^2 n^2 \right) \right)$ for building nearest neighbor graphs; $O \left( \sum_{\pi \in \Pi} mn^2 \right)$ for others. In all, the overall computational complexity is $O \left( \sum_{\pi \in \Pi} Tc \left( mn^2 + m^2 n^2 \right) \right) + m^2 n^2 + mn^2$, which can be much cheaper if input data are sparse.

4 THEORETICAL ANALYSIS

4.1 Optimization Derivation

We derive solutions to the GTL optimization problem in Equation (12) using the constrained optimization theory. Specifically, we will optimize one variable and compute its update rule while fixing the rest of variables. The procedure repeats until convergence.

Let $\Phi$ and $\Psi_\pi$ be the Lagrange multipliers for the nonnegative constraints $U \geq 0$ and $V_\pi \geq 0, \forall \pi \in \Pi$ respectively. The Lagrange function is formulated as

$$ L = O_2 + \text{tr} \left( \Phi U^T \right) + \sum_{\pi \in \Pi} \text{tr} \left( \Psi_\pi V_\pi^T \right) $$

The partial derivatives of $L$ w.r.t. $U$ and $V_\pi$ are

$$ \frac{\partial L}{\partial U} = -2 \sum_{\pi \in \Pi} X_\pi^T V_\pi + 2 \sum_{\pi \in \Pi} UV_\pi^T V_\pi + 2 \sum_{\pi \in \Pi} \lambda D^2_\pi U - 2 \sum_{\pi \in \Pi} \lambda W_\pi U + \Phi $$

$$ \frac{\partial L}{\partial V_\pi} = -2X_\pi^T U + 2V_\pi U^T U + 2\gamma D^2_\pi V_\pi - 2\gamma W_\pi V_\pi + 2\sigma V_\pi^T V_\pi - 2\sigma V_\pi + \Psi_\pi $$

Using the Karush-Kuhn-Tucker (KKT) complementarity conditions $\Phi \odot U = 0, \Psi_\pi \odot V_\pi = 0$, we can obtain

$$ \frac{\partial L}{\partial U} \odot U = \left( \sum_{\pi \in \Pi} UV_\pi^T V_\pi + \sum_{\pi \in \Pi} \lambda D^2_\pi U \right) \odot U $$

$$ \frac{\partial L}{\partial V_\pi} \odot V_\pi = \left( V_\pi U^T U + \gamma D^2_\pi V_\pi + \sigma V_\pi^T V_\pi \right) \odot V_\pi $$

These lead to the update rules in Equations (14)–(15).

4.2 Convergence Analysis

We use the auxiliary function approach [21], [19] to analyze the convergence aspect of Theorem 1. For clarity, we will only prove that the objective function $O_2$ in Equation (12) is non-increasing under the update rule for $V_\pi$ in Equation (15). The convergence property of the other update rules can be proved similarly. First, we introduce the definition of auxiliary function.

Definition 1. [21] $A(z, \tilde{z})$ is an auxiliary function for $F(z)$ if the conditions

$$ A(z, \tilde{z}) \geq F(z) \text{ and } A(z, z) = F(z) $$

are satisfied for any given $z, \tilde{z}$.

Lemma 1. [21] If $A$ is an auxiliary function for $F$, then $F$ is non-increasing under the update

$$ z^{(t+1)} = \arg \min_z A(z, z^{(t)}) $$

Proof:

$$ F(z^{(t+1)}) \leq A(z^{(t+1)}, z^{(t)}) \leq A(z^{(t)}, z^{(t)}) = F(z^{(t)}) \tag*{□} $$

In the sequel, we will show that Equation (15) is exactly the update rule in Lemma 1 with a proper auxiliary function. For any element $v_{ij}$ in $V_\pi$, we use $F_{ij}$ to denote the part of $O_2$ which is only relevant to $v_{ij}$. The corresponding first-order and second-order derivatives of $F_{ij}$ with respect to $v_{ij}$ are computed as

$$ F'_{ij} = \left( \frac{\partial O_2}{\partial V_{\pi}} \right)_{ij} $$

$$ F''_{ij} = 2(U^T U)_{jj} + 2\gamma (D^2_\pi - W_\pi)_{ii} + 2\sigma (V_\pi^T V_\pi)_{jj} + v_{ij}^2 - 1 $$

Lemma 2. Function

$$ A \left( v, v^{(t)} \right) = F_{ij} \left( v^{(t)} \right) + F'_{ij} \left( v^{(t)} \right) \left( v - v^{(t)} \right) + \frac{1}{2} \left( \left( U^T U \right)_{jj} + 2\gamma (D^2_\pi - W_\pi)_{ii} + 2\sigma (V_\pi^T V_\pi)_{jj} \right) v^{(t)} - v_{ij}^2 \left( v_{ij} + v_{jj} - 1 \right) $$

Due to orthogonality, $1 \approx \left( V_\pi^T V_\pi \right)_{jj} = \sum_i v_{ij}^2 \gg v_{jj}^2$. By algebra manipulations, we have three inequalities:

$$ \sum_{i=1}^n v_{ij}^2 \geq v_{ij}^2, \sum_{i=1}^n v_{ij}^2 \geq v_{ij}^2, \sum_{i=1}^n v_{ij}^2 \geq v_{ij}^2 $$

By comparing the above three inequalities collectively, we have $A \left( v, v^{(t)} \right) \geq F_{ij} \left( v \right)$, and Lemma 2 holds. □

Proof of Theorem 1. Based on Lemmas 1 and 2, the update rule for $V_\pi$ can be obtained by minimizing $A \left( v^{(t+1)}, v^{(t)} \right)$. Setting $\frac{\partial A \left( v^{(t+1)}, v^{(t)} \right)}{\partial \tilde{v}_{ij}} = 0$, we obtain

$$ \tilde{v}_{ij}^{(t+1)} = v_{ij} - \frac{v_{ij} F'_{ij} \left( v^{(t)} \right) - v_{ij} F''_{ij} \left( v^{(t)} \right) \tilde{v}_{ij}}{2 \left( V_\pi U^T U + \gamma D^2_\pi V_\pi + \sigma V_\pi^T V_\pi \right)_{ij} \left( X_\pi U^T U + \gamma W_\pi V_\pi + \sigma V_\pi^T V_\pi \right)_{ij}} $$

This update rule is consistent with Equation (15). For each iteration of updating $V_\pi$, we have $O_2 \left( V_\pi^{(0)} \right) = A \left( V_\pi^{(0)}, V_\pi^{(0)} \right) \geq A \left( V_\pi^{(1)}, V_\pi^{(0)} \right) \geq A \left( V_\pi^{(1)}, V_\pi^{(1)} \right) = O_2 \left( V_\pi^{(1)} \right) \geq \ldots \geq O_2 \left( V_\pi^{(T)} \right)$. Therefore, $O_2(V_\pi)$ is monotonically decreasing during iterations. Since the objective function in Equation (12) is lower bounded by 0, the convergence aspect of Theorem 1 is proved.
5 Experiments

In this section, we conduct extensive experiments on two real-world applications (i.e., text classification and image recognition) to evaluate the GTL approaches. Datasets and codes will be released upon publication. In the sequel, we use GTL to refer to GTL2 and GTL3.

5.1 Data Preparation 5.1.1 Text Datasets

The 222 cross-domain text datasets are generated from 20-Newsgroups and Reuters-21578, which are two benchmark text corpora widely used for evaluating transfer learning algorithms [8], [13], [15], [3], [36].

20-Newsgroups1 has approximately 20,000 documents distributed evenly in 20 different subcategories. The corpus contains four top categories comp, rec, sci, and talk. Each top category has four subcategories, which are listed in Table 2. In the experiments, we can construct 6 dataset groups for binary classification by randomly selecting two top categories (one for positive and the other one for negative) from the four top categories. The 6 dataset groups are comp vs rec, comp vs sci, comp vs talk, rec vs sci, rec vs talk, and sci vs talk. Similar to the approach in [8], we set up one dataset (including source domain and target domain) for cross-domain classification as follows. For each pair of top categories P and Q (e.g., P for positive and Q for negative), their four subcategories are denoted by P1, P2, Q3, P4, and Q1, Q2, Q3, Q4, respectively. We randomly select (without replacement) two subcategories from P (e.g., P1 and P2) and two subcategories from Q (e.g., Q1 and Q2) to form a source domain, then the remaining subcategories in P and Q (i.e., P3, P4 and Q3, Q4) are selected to form a target domain. This dataset construction strategy ensures that the domains of labeled and unlabeled data are related, since they are under the same top categories. Besides, the domains are also ensured to be different, since they are drawn from different subcategories. In this way, for each dataset group P vs Q, we can generate 36 datasets. Clearly, for each example in the generated dataset group, its class label is either P or Q.

In total, we can generate 6 dataset groups consisting of 6 · 36 = 216 datasets. For fair comparison, the 216 datasets are constructed using a preprocessed version of 20-Newsgroups [3], which contains 25,804 features and 15,033 documents, with each document weighted by term frequency-inverse document frequency (TF-IDF).

Reuters-215782 has three top categories orgs, people, and place. Using the same strategy, we can construct 3 cross-domain text datasets orgs vs people, orgs vs place and people vs place. We switch the source/target pair to get another 3 datasets people vs orgs, place vs orgs and place vs people. For fair comparison, we use the preprocessed version of Reuters-21578 studied in [37].

5.1.2 Image Datasets

USPS, MNIST, PIE, MSRC, and VOC2007 (see Figure 1 and Table 3) are five handwritten digits/face/photo datasets broadly adopted in computer vision literature. USPS3 dataset comprises of 7,291 training images and 2,007 test images of size 16 × 16.

MNIST4 dataset has a training set of 60,000 examples and a test set of 10,000 examples of size 28 × 28.

From Figure 1, we see that USPS and MNIST follow different distributions. They share 10 semantic classes, with each corresponding to one digit. We construct one dataset USPS vs MNIST by randomly sampling 1,800 images in USPS to form the source domain, and sampling 2,000 images in MNIST to form the target domain. Then we switch the source/target pair to get another dataset MNIST vs USPS. We uniformly rescale all images to size 16 × 16, and represent each image by a 256-dimensional vector encoding the gray-scale values of all pixels. In this way, the source and target domain are ensured to share the same feature space.

PIE5, standing for “Pose, Illumination, Expression”, is a benchmark face database. It has 68 individuals with 41,368 face images sized 32 × 32. The images were captured by 13 synchronized cameras and 21 flashes, under varying poses, illuminations, and expressions.

In our experiments, we simply adopt the preprocessed versions of PIE6, i.e., PIE1 [19] and PIE2 [38], which are generated by randomly sampling the face images from the near-frontal poses (C27) under different lighting and illumination conditions. We construct one dataset PIE1 vs PIE2 by selecting all 2,856 images in PIE1 to form the source domain, and all 3,329 images in PIE2 to form the target domain. We switch source/target pair to get another dataset PIE2 vs PIE1. Thus the source and target domains are guaranteed to follow different distributions in the same feature space, due to variations in lighting and illumination.

5. http://vasc.ri.cmu.edu/idb/html/face

<table>
<thead>
<tr>
<th>Top Category</th>
<th>Subcategory</th>
<th>#Examples</th>
<th>#Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp</td>
<td></td>
<td>comp.graphics</td>
<td>970</td>
</tr>
<tr>
<td></td>
<td></td>
<td>comp.os.ms-windows.misc</td>
<td>963</td>
</tr>
<tr>
<td></td>
<td></td>
<td>comp.sys.ibm.pc.hardware</td>
<td>979</td>
</tr>
<tr>
<td></td>
<td></td>
<td>comp.sys.mac.hardware</td>
<td>958</td>
</tr>
<tr>
<td>rec</td>
<td></td>
<td>rec.autos</td>
<td>987</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rec.motorcycles</td>
<td>993</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rec.sport.baseball</td>
<td>991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rec.sport.hockey</td>
<td>997</td>
</tr>
<tr>
<td>sci</td>
<td></td>
<td>sci.crypt</td>
<td>989</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sci.electronics</td>
<td>984</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sci.med</td>
<td>987</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sci.space</td>
<td>985</td>
</tr>
<tr>
<td>talk</td>
<td></td>
<td>talk.politics.guns</td>
<td>909</td>
</tr>
<tr>
<td></td>
<td></td>
<td>talk.politics.mideast</td>
<td>940</td>
</tr>
<tr>
<td></td>
<td></td>
<td>talk.politics.misc</td>
<td>774</td>
</tr>
<tr>
<td></td>
<td></td>
<td>talk.religion.misc</td>
<td>627</td>
</tr>
</tbody>
</table>


5. http://vasc.ri.cmu.edu/idb/html/face
MSRC\textsuperscript{7} dataset is provided by the computer vision group at Microsoft Research Cambridge, which contains 4,323 images labeled by 18 classes.

VOC2007\textsuperscript{8} dataset (the training/validation subset) contains 5,011 images annotated with 20 concepts.

From Figure 1 we see that MSRC and VOC follow different distributions, since MSRC is from standard images for scientific studies, while VOC2007 is from digital photos in Flickr\textsuperscript{9}. They share the following 6 semantic classes: “aeroplane”, “bicycle”, “bird”, “car”, “cow”, “sheep”. We construct one dataset MSRC vs VOC by selecting all 1,269 images in MSRC to form the source domain, and all 1,530 images in VOC2007 to form the target domain. We switch source/target pair to get another dataset VOC vs MSRC. We then uniformly rescale all images to be 256 pixels in length, and extract 128-dimensional dense SIFT (DSIFT)\textsuperscript{39} features with grid size of 5 pixels. A 240-dimensional codebook is created, where K-means clustering is used to obtain the codewords. Thus the source and target domains are ensured to share the same feature space.

### 5.2 Experimental Setup

#### 5.2.1 Baseline Methods

We compare GTL with nine state-of-the-art methods for cross-domain text and image classification tasks.

- Logistic Regression (LR)
- Support Vector Machine (SVM)
- Laplacian Support Vector Machine (LapSVM)\textsuperscript{40}
- Spectral Feature Alignment (SFA)\textsuperscript{4}
- Transfer Component Analysis (TCA)\textsuperscript{15}
- Collective Matrix Factorization (CMF)\textsuperscript{30}
- Label Propagation (LP)\textsuperscript{9}
- Matrix Tri-Factorization Clustering (MTrick)\textsuperscript{10}
- Our Graph Co-Regularized Collective Matrix Tri-Factorization (GCMF) in the preliminary work\textsuperscript{1}

Specifically, CMF and GTL\textsubscript{2} adopt matrix factorization; LP, MTrick, GCMF, and GTL\textsubscript{3} adopt matrix factorization. Our GCMF and GTL approaches distinguish from the other methods by imposing graph co-regularization on collective matrix (tri-) factorizations.

#### 5.2.2 Implementation Details

Following [2], [15], [10], LR and SVM are trained on the labeled source data, and then tested on the unlabeled target data; SFA and TCA are run on all data as a dimensionality reduction procedure, then an LR classifier is trained on the source data to classify the target data; LapSVM, CMF, LP, MTrick, GCMF, and GTL are applied in a transductive way, i.e., trained on all data and then tested on unlabeled target data.

Under the experimental setup, it is impossible to automatically tune the optimal parameters for the target classifier using cross validation, since there are no labeled data in target domains. Thus, we evaluate the nine baseline methods on our datasets by empirically searching the parameter space for the optimal parameter settings, and report the best results. For LR\textsuperscript{10} and SVM\textsuperscript{11}, we set the trade-off parameter $C$ by searching $C \in \{0.1, 0.5, 1, 5, 10, 50, 100\}$. For LapSVM\textsuperscript{12}, we set the regularization parameters $\gamma_A$ and $\gamma_I$ by searching $\gamma_A, \gamma_I \in \{0.01, 0.05, 0.1, 0.5, 1, 5, 10\}$. For SFA, TCA, LP, MTrick, and GCMF, we set the optimal subspace dimension $k$ by searching $k \in \{4, 8, 16, 32, 64, 128, 256\}$.

The GTL approaches have four model parameters: $p$, regularization parameters $\lambda$, $\gamma$, and $\sigma$. In the coming sections, we provide empirical analysis on parameter sensitivity, which validates that GTL can achieve stable performance under a wide range of parameter values. When comparing with the baseline methods, we fix $p = 10$, $\gamma = 10$, and $\sigma = 100$, and use these settings: 1) $\lambda = 0$ for text datasets, and 2) $\lambda = 0.1$ for image datasets. We set $\#\text{iterations}$ as $T = 100$ and run GTL 10 repeated times to remove any randomness caused by the random initialization.

We use the classification Accuracy on the test data (unlabeled target data) as the evaluation metric, since it is widely adopted in the literature\textsuperscript{13}, [4], [15], [36] and is the label predicted by the classification algorithm.

\[\text{Accuracy} = \frac{|x : x \in \bigcup_{x \in \mathcal{U}_r} \mathcal{D}_r \land f(x) = y(x)|}{|x : x \in \bigcup_{x \in \mathcal{U}_r} \mathcal{D}_r|}\tag{20}\]

where $y(x)$ is the groundtruth label of $x$ while $f(x)$ is the label predicted by the classification algorithm.

### 5.3 Experimental Results

In this section, we compare GTL approaches with the baseline methods in terms of classification accuracy.

#### 5.3.1 Cross-Domain Text Classification

As 20-Newsgroups and Reuters-21578 are different in hierarchical structure, we report the results separately.

---

TABLE 4
Classification accuracy (%) on 6 cross-domain dataset groups (216 datasets) generated from 20-Newsgroups.

<table>
<thead>
<tr>
<th>Dataset Group</th>
<th>Standard Learning</th>
<th>Transfer Learning</th>
<th>Our Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR</td>
<td>SVM</td>
<td>LapSVM</td>
</tr>
<tr>
<td>comp vs rec</td>
<td>88.37</td>
<td>87.51</td>
<td>81.93</td>
</tr>
<tr>
<td>comp vs sci</td>
<td>77.87</td>
<td>75.38</td>
<td>68.96</td>
</tr>
<tr>
<td>comp vs talk</td>
<td>96.31</td>
<td>95.44</td>
<td>95.40</td>
</tr>
<tr>
<td>rec vs sci</td>
<td>75.28</td>
<td>73.82</td>
<td>74.21</td>
</tr>
<tr>
<td>rec vs talk</td>
<td>82.28</td>
<td>83.27</td>
<td>87.44</td>
</tr>
<tr>
<td>sci vs talk</td>
<td>76.99</td>
<td>76.85</td>
<td>80.22</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>82.85</td>
<td>82.05</td>
<td>81.36</td>
</tr>
</tbody>
</table>

Fig. 2. Classification accuracy of LR, LapSVM, SFA, TCA, CMF, MTrick, and GTL2 on 20-Newsgroups datasets.

20-Newsgroups: The average classification accuracy of GTL and the nine baseline methods on the 6 cross-domain dataset groups (216 datasets) are illustrated in Table 4. All the detailed results of the 6 dataset groups are listed through Figures 2(a)~2(f). Each of these six figures contains the results on the 36 datasets in the corresponding group. The 36 datasets are sorted by an increasing order of the classification accuracy obtained by Logistic Regression (LR). Therefore, the x-axis in each figure essentially indicates the degree of difficulty in cross-domain knowledge transfer. From these figures, we can make the following observations.

GTL can achieve much better performance than the first eight baseline methods (excluding GCMF) with statistical significance, and GTL2 achieves slightly better performance than GTL3. The average classification accuracy of GTL2 on the 216 datasets is **96.25%**. The performance improvement is **4.19%** compared to the best baseline method MTrick, which means a significant error reduction of **52.78%**. Furthermore, from the results averaged by 10 repeated runs in Table 4, we see that the deviation is less than 0.01%, which validates that GTL performs stably to its random initialization.

Secondly, we observe that all the transfer learning methods can achieve better classification accuracy than the standard learning methods. A major limitation of existing standard learning methods is that they treat the data from different domains as if they were drawn from a homogenous distribution. In reality, the identical-distribution assumption does not hold in the cross-domain learning problems, and thus results in their unsatisfactory performance. It is important to notice that, the state-of-the-art semi-supervised learning method LapSVM cannot perform better than LR and SVM. Although LapSVM can explore the target data in a transductive way, it does not extract common factors to bridge domains and may overfit the target data when the domain difference is significantly large.

Thirdly, we notice that GTL has significantly outperformed SFA, TCA, LP, CMF, and MTrick, which are state-of-the-art transfer learning methods based on feature transformation. A major limitation of prior feature transformation based transfer learning methods is that they may be prone to overfitting the target data, due to their incapability to negotiate between the cross-domain statistical property and the in-domain geometric structure. In real-world applications, different properties from different domains are likely to be inconsistent with each other, resulting in a higher risk of negative transfer. Currently, GTL has alleviated...
these limitations and can achieve much better results.

Lastly, GTL often performs much more robustly than all the baseline methods under different degrees of difficulty in cross-domain knowledge transfer. This can be observed from Figures 2(a)–2(f), where each baseline method has many weak datasets while GTL performs effectively and stably on almost all datasets.

**Reuters-21578:** The classification accuracy of GTL and the baseline methods on the 6 datasets generated from Reuters-21578 are illustrated in Figure 3(a). We observe that GTL has outperformed, or achieved comparable performance than the baseline methods.

We notice that, Reuters-21578 is more challenging than 20-Newsgroups, since each of its top categories consists of many subcategories, i.e., clusters or subclasses. Therefore, it is more difficult to propagate the supervision information between domains for knowledge transfer. This reason can explain the unsatisfactory performance obtained by the baseline methods.

GTL tackles the above limitation by simultaneously 1) extracting some common factors to propagate supervision information across domains, and 2) refining the latent factors in each domain to respect domain-specific geometric structure. Therefore, GTL can perform better on difficult datasets with many subclasses.

### 5.3.2 Cross-Domain Image Classification

The average classification accuracy of $\text{GTL}_2$, $\text{GTL}_3$ and the six baseline methods on the six image datasets is illustrated in Figure 3(b). In this experiment, SFA is not compared since it cannot handle non-sparse image data, LapSVM is not compared since its original implementation cannot deal with multi-class problems.

We observe that $\text{GTL}_2$ and $\text{GTL}_3$ significantly outperform all baseline methods on most of the datasets, which verifies that graph co-regularization is generally very effective for cross-domain knowledge transfer, and is transparent to base models (NMF and NMTF).

However, $\text{GTL}_3$ does achieve considerably worse performance than $\text{GTL}_2$, which indicates that NMF may be a more suitable base model than NMTF for GTL. In this sense, GTL works better if sufficient knowledge can be transferred across domains (see Section 3.3.2).

It is also noteworthy that GTL has achieved much better performance than GCMF. The reason is that GCMF may suffer from the trivial solution problem. By imposing the orthogonality constraints, GTL can fully address this problem and thus perform more robustly.

We notice that, the transfer learning methods TCA, LP, CMF, and MTrick have underperformed standard learning methods LR on some datasets, e.g., MNIST vs USPS and PIE2 vs PIE1. This is an example of the negative transfer problem. In these datasets, the domain differences are so large that it is very difficult to extract some “common” factors to build up good connections for knowledge transfer. In other words, the common factor assumption made by the baseline methods is violated and thus negative transfer occurs.

Noteworthily, GTL performs robustly and does not suffer from the negative transfer problem. The main reason is that the domain-specific geometric structure is respected no matter whether some “common” latent factors can be discovered between different domains. In a word, if the statistical and geometric properties are inconsistent across domains, they can negotiate with each other and let in-domain geometric property dominate the target tasks to alleviate negative transfer.

### 5.4 Effectiveness Verification

We verify the effectiveness of GTL by inspecting the impacts of graph co-regularization and orthogonality.

#### 5.4.1 Graph Co-Regularization

First, we remove the graph co-regularization terms by setting $\lambda = \gamma = 0$ as in Figure 4(a), where warmer colors indicate larger values. Notice that, each column of
Fig. 5. Parameter sensitivity, convergence, and runtime of GTL₂ (dashed lines show the best baseline results).

\( V_t \) corresponds to one example class, and each row of \( V_t \) is the class assignments to an example. Comparing \( V_t \) with \( Y_t \), the groundtruth target labels, we observe that many target examples are assigned to the wrong classes. The reason is that the geometric structure, i.e., similar examples should have similar labels, is not carefully preserved for each domain. In this case, the cross-domain statistical property and the in-domain geometric structure may be inconsistent, which leads to the violation of the target domain data distribution. By using graph co-regularization, GTL can respect the domain-specific geometric structure and thus output better class/cluster structure, as shown in Figure 4(c).

### 5.4.2 Orthogonality Constraints

Secondly, we remove the orthogonality regularization term by setting \( \sigma = 0 \) as in Figure 4(b). Comparing \( V_t \) with \( Y_t \), we observe that many target examples are assigned to multiple (and possibly wrong) classes. This is an example of the trivial solution problem. By imposing the shrinkage-style regularization for the orthogonality, this problem is fixed as in Figure 4(c).

### 5.5 Parameter Sensitivity

We conduct empirical parameter sensitivity analysis, which validates that GTL can achieve optimal performance under wide range of parameter values. Due to space limitation, we randomly select one dataset from 20-Newsgroups, Reuters-21578, USPS & MNIST, PIE, MSRC & VOC2007 respectively to discuss the results.

#### #Nearest Neighbors \( p \)

We run GTL₂ with varying values of \( p \). Intuitively, larger values of \( p \) will result in denser nearest-neighbor graphs. To achieve optimal performance, \( p \) should be neither too large nor too small, since an extremely dense graph \( (p \to \infty) \) will connect two examples/features which are not similar at all, while an extremely sparse graph \( (p \to 0) \) will capture limited similarity information between examples/features. We plot the classification accuracy w.r.t. different values of \( p \) in Figure 5(a), which indicates a wide range \( p \in [4, 32] \) for optimal parameter values.

**Orthogonality Regularization \( \sigma \)**: We run GTL₂ with varying values of \( \sigma \). Theoretically, \( \sigma \) controls the degree of orthogonality that is satisfied. When \( \sigma \to 0 \), GTL will be ill-defined and prone to trivial solutions. On the contrary, when \( \sigma \to \infty \), GTL will be dominated by the shrinkage regularizer without any fitting. We plot the classification accuracy w.r.t. different values of \( \sigma \) in Figure 5(b), and choose \( \sigma \in [1, 500] \). As a rule of thumb, in practice we can often choose \( \sigma \in [\gamma, 10\gamma] \).

**Feature Graph Regularization \( \lambda \)**: We run GTL₂ with varying values of \( \lambda \). Theoretically, \( \lambda \) controls the weight of feature graph regularization, and larger values of \( \lambda \) make geometric structure on features more important in GTL. When \( \lambda \to \infty \), only the geometric structure is preserved while labeled information is discarded. We plot classification accuracy w.r.t. different values of \( \lambda \) in Figure 5(c), and choose \( \lambda \in [0.001, 1] \). It is noteworthy that the feature graph regularization is much more effective for image data than text data.

**Example Graph Regularization \( \gamma \)**: We run GTL₂ with varying values of \( \gamma \). Theoretically, \( \gamma \) controls the weight of example graph regularization, and larger values of \( \gamma \) make geometric structure on examples more important in GTL. When \( \gamma \to \infty \), only geometric structure is preserved while labeled information is discarded. We plot classification accuracy w.r.t. different values of \( \gamma \) in Figure 5(d), and choose \( \gamma \in [1, 100] \).

### 5.6 Convergence Study

Since GTL is an iterative algorithm, we need to check its convergence property empirically by running GTL₂ on the five selected datasets. Figure 5(e) shows the classification accuracy w.r.t. #iterations. Figure 5(f)
shows the objective function w.r.t. #iterations. From these figures we find that the classification accuracy (objective function) increases (decreases) steadily with more iterations and converges after 100 iterations. Also, since we adopt a shrinkage methodology to satisfy the orthogonality constraints, we need to check the satisfaction of orthogonality. We run GTL on the selected datasets, and plot the satisfaction of orthogonality, i.e., \[ \sum_{\pi \in \Pi} \| V_{\pi}^2 V_{\pi} - I \|_{F}^2 \] in Figure 5(g). We find that the orthogonality constraints are iteratively satisfied and converged after 100 iterations.

5.7 Time Complexity
We check the time complexity of all methods empirically by running them on the 36 comp vs rec datasets with 25,800 features and 8,000 documents, and show the results in Figure 5(h). We see that GTL can achieve comparable time complexity as the baseline methods.

6 CONCLUSION
In this paper, we have proposed a general framework, referred to as Graph Co-Regularized Transfer Learning (GTL), to address the cross-domain learning problems. Specifically, GTL aims to extract common latent factors for knowledge transfer by preserving the statistical property across domains, and simultaneously, refine the latent factors to alleviate negative transfer by preserving the geometric structure in each domain. An important advantage of GTL is that it can address the shortcomings of most existing transfer learning methods which focus on only one aspect of the data. Furthermore, many matrix factorization methods, e.g., NMF and NMTF, can be readily incorporated into the GTL framework to address transfer learning. Comprehensive experiments on 222 text datasets and 6 image datasets verify that GTL approaches can significantly outperform state-of-the-art transfer learning methods.
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