Abstract—Automated surface inspection (ASI) is a challenging task in industry, as collecting training dataset is usually costly and related methods are highly dataset-dependent. In this paper, a generic approach that requires small training data for ASI is proposed. First, this approach builds classifier on the features of image patches, where the features are transferred from a pretrained deep learning network. Next, pixel-wise prediction is obtained by convolving the trained classifier over input image. An experiment on three public and one industrial data set is carried out. The experiment involves two tasks: 1) image classification and 2) defect segmentation. The results of proposed algorithm are compared against several best benchmarks in literature. In the classification tasks, the proposed method improves accuracy by 0.66%–25.50%. In the segmentation tasks, the proposed method reduces error escape rates by 6.00%–19.00% in three defect types and improves accuracies by 2.29%–9.86% in all seven defect types. In addition, the proposed method achieves 0.0% error escape rate in the segmentation task of industrial data.

Index Terms—Automated surface inspection (ASI), deep learning (DL), feature transferring, segmentation.

I. INTRODUCTION

SURFACE inspection using computer vision techniques is an important task in industry. Traditionally, surface inspection is performed manually. In most cases, it is highly subjective and time-consuming. To overcome the limitations of human inspection, automated surface inspection (ASI) techniques are to assist or replace human decisions.

In the industry, surface defects are local anomalies in homogeneous textures. There is a wide range of surface textures in ASI, such as stone [1], textile [2], wood [3], metal [4], and ceramic tiles [5]. Depending on the properties of surface texture, ASI methods can be divided into four categories [6]: 1) structural; 2) statistical; 3) filter-based; and 4) model-based approaches. Structural methods model the texture primitives and displacements. This approach is usually applied to repetitive patterns such as textile [7], fabrics [8], and leather [9]. Popular structural approaches include primitive measurement [10], edge features [9], skeleton representation [7], and morphological operations [8], [10]. The second approach is statistical methods which measure the distribution of pixel values. The statistical approach is efficient for stochastic textures, such as ceramic tiles, castings, and wood. Popular statistical methods include histogram-based method [11], local binary pattern (LBP) [12], and co-occurrence matrix [13]. The third approach is filter-based methods that apply filter banks on texture images. The filter-based methods can be divided into spatial-domain [14], frequency-domain [15], and spatial-frequency domain [16], [17]. Finally, model-based approaches construct representations of images by modeling multiple properties of defects [5], [18], [19].

Despite the large varieties of ASI methods, these techniques all aim at constructing templates or features for images. As a result, the performance of ASI technique depends on how well the representations can model the defect properties. For ASI-related tasks, there is no explicit guideline for choosing optimal representations. As such, human expertise is the key to the success of ASI. It is challenging to provide generic ASI methods that apply to wide range of textures.

In recent years, deep learning (DL) methods have been achieving good performance on image related tasks such as object recognition [20]. However, it is rarely applied in the field of ASI due to two reasons. First, surface defect datasets are normally too small to train DL networks. Large amount of data is required for DL methods to avoid overfitting. Collecting defect images at such scale is costly because of the exceptionally low probability of defects occurrence, and intensive manual work is required to label all the images. The second challenge is that ASI requires precise identification of defect area, while conventional DL networks are usually for image classification or bounding box generation [21], [22].

To deal with the two challenges, a generic approach for ASI is proposed in this paper. The proposed method extracts patch feature using pretrained DL network, generates the defect heat map based on patch features, and predicts the defect area by thresholding and segmenting the heat map. The proposed method does not require large-scale training data as the patch features are high-level representations extracted from pretrained model without any training. In addition, the proposed...
method enables defect area identification by generating defect heat map based on a trained patch-classifier. The experimental results show that the proposed method works well on small dataset, which largely reduces the cost of collecting data, and the proposed approach applies across several types of surface defect datasets.

The organization of this paper is as follows. Section II discusses the related work of this paper. Next Section III describes the methodology for this paper, where the transferred feature is discussed and the proposed ASI method is described in details. Section IV describes the four datasets that are used for evaluation. In Section V, the experimental results are presented. Next, Section VI shows the implementation details. In Section VII, the results are further discussed. Finally, Section VIII concludes this paper.

II. RELATED WORK

The related work of this paper is described in this section, including the convolutional neural network (CNN) named Decaf and feature transferring from pretrained CNN.

A. Deep Convolutional Neural Network: Decaf

CNN is a type of feed-forward neural network widely applied for image-related analysis. CNNs normally consist of three major layers: 1) convolutional layer; 2) pooling layer; and 3) fully connected layer. The convolutional layer applies a number of filters on the local regions of the input, thus obtaining the feature maps of the input image. Suppose the number of filters is $k$, $W^i$ denote the weight of filter $i$, $b^i$ is the bias of filter $i$, $x_s$ stand for a small patch, $\sigma$ is the activation function, and the size of input image is $M \times N$. The convolution of $x_s$ given filter $i$ is shown in

$$f_{i,s} = \sigma(W^i x_s + b^i).$$

(1)

By sliding the patch window through the image with patch size $a \times b$ and stride size $s$, the convolutional output with size $k \times [(M-a+1)/s] \times [(N-b+1)/s]$ can be obtained, where $\lceil\cdot\rceil$ is the ceiling function.

The pooling layer performs down-sampling operation along spatial dimensions of the input. For example, max pooling of image patch $x_s$ is simply

$$pool_s = \max(x_s).$$

(2)

The pooling layer is normally applied after the convolutional layer to reduce the feature dimension and to avoid over-fitting problem. For instance, max pooling with input size $M \times N$ and patch size $c \times d$ produces output with size $\lceil(M-1)/c\rceil \times \lceil(N-1)/d\rceil$.

The fully connected layers normally constitute the last few layers of a CNN, computing the class scores. A deep CNN normally consists of alternating convolutional and pooling layers, followed by fully connected layers. The CNN structure is widely adopted in computer vision tasks, such as object recognition, scene classification, and video analysis [20]–[23].

Among the various CNNs, Decaf [23] is one of the most popular model for object recognition. It is an open-source deep CNN with five convolutional, three pooling and three fully connected layers. The structure of Decaf is shown in Fig. 1. Decaf is trained to predict 1000 categories of objects in the ImageNet challenge. The trained weights and model structure are shared on the authors’ website.1

B. Feature Transferring From Deep CNN

Although Deep CNNs like Decaf is proven highly efficient for image-related applications, not many people train deep CNNs from scratch in practice due to the large amount of data required for training. Instead, many researchers first train a deep CNN on large-scale image data, and the trained weights are applied as a feature extractor to the small data in another domain [24], [25]. It is normally performed by removing the last few layers of the trained CNN.

Among the wide range of pretrained deep CNNs, the weights of Decaf are often reused as feature extractor. Donahue et al. [23] shows that the intermediate layers of the trained Decaf model serve as generic image features. Two intermediate layers are tested as image feature, fc6, and fc7. With the pretrained weights, the transferred feature is obtained by feeding the image into input layer and retrieving the output from the intermediate layer (fc6 and fc7 of Decaf). Fig. 2 shows an example of applying feature transferring for image classification. Donahue et al. [23] shows the transferred features are effective for object recognition, scene recognition, subcategory recognition, and domain adaptation. In addition, [26] shows such feature transferring is also efficient for texture images. Furthermore, both [23] and [26] show the

1http://daggerfs.com/
transferred features are high-level representations, as the transferred features from different classes are well-separated using clustering methods and they outperform several state-of-art computer vision methods in diverse tasks.

In terms of the quality of fc6 and fc7 as image representation, fc6 is a more generalized image feature than fc7 and the former outperforms the latter in majority of image-related tasks [23].

III. PROPOSED GENERIC ASI METHOD

In this section, the details of proposed ASI method are discussed. There are two phases in the proposed method. The first phase includes supervised training of patch classifier. Based on the trained classifier, the second phase is to segment defect area given an input image. The overall flowchart of the proposed method is shown in Fig. 3.

A. Training of Patch Classifier

In the classifier training stage, a number of image patches are extracted from the training data. The patch classifier is trained based on transferred features from Decaf. The details of patch classifier training are as follows.

1) Patch Extraction: The training patches are collected similarly as the CNN. Suppose patch size is m × m and the stride size is s. Number of patches extracted from an image with size M × N is \([(M - m + 1)/s]\) × \([(N - m + 1)/s]\). The training labels of patches correspond to the defects that appear within the patch. The patches are labeled normal if there are no defect within the patches.

2) Feature Extraction: After collecting the training patches, patch features are extracted using feature transferring as what is described in Section II-B. The intermediate layer fc6 is selected as the feature extractor, as it is proven efficient for wide ranges of computer vision tasks [23], [26].

3) Classifier Selection: Based on the transferred features of training patches, a classifier is trained. The classifier is chosen to be multinomial logistic regression (MLR), as it is naturally close to Softmax regression used in the classification stage of Decaf.

Algorithm 1 HM Generation Algorithm

1: Input ← Im, m, s
2: procedure HM–GENERATION
3: \{P1, \cdots, P_{N_{patch}}\} ← ConvolvePatches(Im, m, s)
4: \mathcal{C} ← 0_{M \times N}
5: \mathcal{H}_{M_{1}, \cdots, N_{d}} ← 0_{M \times N}
6: for each \(i \in \{1, \cdots, \lceil \frac{M}{s}\rceil \times \lceil \frac{N}{s}\rceil\}\) do
7: \(\text{feat} ← \text{Decaf}_{fc6}(P_i)\)
8: \(\tilde{p} ← \text{Classifier(feat)}\)
9: \(C(P_i) ← C(P_i) \oplus 1\)
10: for each \(j \in N_d\) do
11: \(\mathcal{H}_{M_j}(P_i) ← \mathcal{H}_{M_j}(P_i) \oplus \tilde{p}(j)\)
12: end for
13: end for
14: for each \(j \in N_d\) do
15: \(\mathcal{H}_{M_j} ← \mathcal{H}_{M_j} \odot \mathcal{C}\)
16: end for
17: end procedure
18: Output ← \(\mathcal{H}_{M_{1}, \cdots, j}\)

B. Segmentation Framework

The second phase is the defect segmentation stage. This stage includes patch extraction, feature extraction, classification, and heatmap generation and prediction.

1) Patch Extraction: The first step in segmentation framework is the patch extraction. The same process is performed and same set of parameters (m, n, and s) are applied as that in Section III-A1.

2) Feature Extraction: The second step is to extract features of the patches obtained. Similarly, all the patches are fed into Decaf and the outputs from fc6 represent the patch features.

3) Classification: In the third stage, the trained classifier is stacked after the nine layers from Decaf (conv1 to fc6). The classifier outputs the probabilities of an input image being in different classes.

4) Heatmap Generation and Prediction: The next stage is the heatmap generation and defect prediction. Suppose the number of defect types is N_d, the notation for the ith patch is P_i, the coordinates for four corners of P_i is (x_{i,1}, y_{i,1}),
\((x(i,2), y(i,1)), (x(i,1), y(i,2)), (x(i,2), y(i,2))\), and the prediction from the classifier is \(\hat{p}_i = \{\text{prob}_{i,1}, \text{prob}_{i,2}, \ldots, \text{prob}_{i,N_d}\}\). For each defect class, a heat map is obtained by iteratively adding the probabilities pixel-wise. The pseudo-code for obtaining heat maps is shown in Algorithm 1. In the algorithm, \(0_{x \times y}\) denotes zero matrix of size \(x \times y\), \(+\) denotes element-wise addition, and \(\odot\) denotes element-wise division. A count matrix \(C\) is updated in this algorithm for normalizing the heat maps. As such, the values of normalized heat maps obtained from the classifier is an image by obtaining an optimal threshold which minimizes intra class variance. Suppose the image pixels are represented using \(L\) gray-level histogram and \(p_i\) is the normalized histogram value of gray level \(i\). The objective of Otsu’s method is

\[
\min \sigma^2_{\text{intra}}(T) = n_B(T)\sigma^2_B(T) + n_A(T)\sigma^2_T(T) \tag{3}
\]

where

\[
n_B(T) = \sum_{i=0}^{T-1} p_i
\]

\[
n_A(T) = \sum_{i=T}^{L-1} p_i
\]

\[
\sigma^2_B(T) = \text{variance of pixels below threshold}
\]

and

\[
\sigma^2_T(T) = \text{variance of pixels above threshold}
\]

After obtaining the binarized image, Felzenswalb’s segmentation [28] is applied for refining the defect areas. This algorithm is a graph-based method that groups pixels by their color similarities. The purpose of applying Felzenswalb’s segmentation is to remove small disconnected segments from the thresholding step and connect large potential defect areas. Suppose \(G = (V, E)\) is an undirected graph, where \(V\) is the set of pixels, \(E\) is the set of edges, \(w(v_i, v_j)\) represents the weight between \(v_i\) and \(v_j\), and \(C_i\) represents \(i\)th region of the segmentation. Let \(D\) represent the predicate for determining the boundary of segmentation. \(D\) is as shown in

\[
D(C_i, C_j) = \begin{cases} 
\text{true} & \text{if } \text{Diff}(C_i, C_j) > M\text{Int}(C_i, C_j) \\
\text{false} & \text{otherwise}
\end{cases} \tag{4}
\]

where

\[
\text{Diff}(C_i, C_j) = \min_{(v_n, v_m) \in E} w(v_n, v_m)
\]

\[
\text{Int}(C) = \max_{e \in \text{MST}(C, E)} w(e)
\]

\[
M\text{Int}(C_i, C_j) = \min(\text{Int}(C_i) + \tau(C_i), \text{Int}(C_j) + \tau(C_j))
\]

\[\tau(C) = k/|C|\]

There are two parameters to choose in this algorithm. The first one is \(\sigma\), which is applied to smooth image with Gaussian filter. Following what is described in [28], \(\sigma\) is set to be 0.8. The second parameter is \(k\), which is used to compute thresholds. Large \(k\) leads to large component in segmentation result.

The selection of parameters are discussed in latter parts of this section.

Since heat maps are always generated for every type of defect, a threshold is set after the segmentation results to remove the predicted areas with low defect probabilities. The final predictions are thus obtained. The defect regions prediction is shown in Algorithm 2.

### C. Parameter Selection

1) **Parameters for Heatmap Generation:** There are four parameters for heatmap generation, patch size \(m \times m\), stride size \(s\). The selection of \(m\) depends on the domain knowledge for the size of defect. For example, if the defect size is around \(50 \times 50\), choosing patch size \(100 \times 100\) leads to imprecise heat maps, and patch size \(5 \times 5\) might not include enough information for the defect. As a result, the patch size is selected roughly the same as the size of defect. In terms of parameter \(s\), high value leads to imprecise heatmaps and low value results in high computational cost. In the proposed work, \(s = (1/5)m\) is applied across all experiments.

2) **Parameters for Defect Area Prediction:** To predict the defect area, both Otsu’s thresholding method and Felzenswalb’s segmentation are involved. The threshold determination of Otsu’s method is fully automatic based on the intensities of input image. However, there are two parameters in Felzenswalb’s segmentation, \(\sigma\) and \(k\). \(\sigma\) is the parameter for Gaussian filtering of the image preprocessing stage. \(\sigma\) is always chosen as 0.8, as it does not lead to significant change to the image while removing noise according to [28]. Another parameter \(k\) is related to the scale of observation. A larger \(k\) results in larger components in the segmentation. This parameter is chosen according to the defect area. According to [28], \(k = 200\) for defect size around \(20 \times 20\), \(k = 500\) for defect size around \(50 \times 50\), and so on.

### IV. Data Description

To test if the proposed method could be generalized, a wide range of surfaces with distinctive textures is selected in this experiment. The datasets include texture defects on the hot-rolled strip [29], surface flaws on X-Ray images of
metal pipe [30], color and texture defects on lumber [3], and microstructure defects of titanium alloy. These datasets covered texture defects, color defects, and microstructure defects. The details of these datasets are described as follows.

A. NEU Surface Defect Database
The first public database is the NEU surface defect [29]. The database includes six types of surface defects from the hot-rolled steel strip. The defects include crazing (Cr), inclusion (In), patches (Pa), pitted surface (PS), rolled-in scale (RS), and scratches (SC). There are 300 samples from each class of defect. Examples of defect images are shown in Fig. 4. The labels of all the images are given in the database, while the ground truth for defect areas is not provided.

B. Weld Defect Database
The second public dataset is from GDXray images [30]. This dataset includes X-Ray images of five groups, which are castings, welds, baggages, nature, and settings. The dataset used in this paper is welds, since it is related to surface inspection while the others are not. The welds dataset include radiographs of metal pipes. Ten images with pixel-wise ground truth are provided in the database. Examples of the images are shown in Fig. 5.

C. Wood Defect Database
The last public database in the experimental study is the wood defect database [3] for ASI of lumber. There are two subsets inside the database. One is manually labeled images of defects, which includes different types of wood knots. Four hundred and thirty eight images from seven types of knot defects are provided in this subset. Sample images are shown in Fig. 6. The other subset of this database is wood board images where the ground truth is provided by bounding boxes. Eight hundred and thirty nine board images are provided and 18 types of defects are included. Some examples are shown in Fig. 7.

D. Micro-Structure Defect Dataset
The last dataset is an industrial dataset from Rolls-Royce. The images are collected from titanium fan blades using a microscope and the dimension of images is 1944 × 2580. The training set includes 49 defect images and ten normal images. The test set includes ten defect images and ten normal images. The defect areas are labeled using bounding boxes. Some examples are shown in Fig. 8.

V. Experimental Results
In this section, experimental results are shown. The evaluation consists of two parts. The first part is to assess the transferred feature, where classifications of defect images are carried out. The second part is to evaluate the proposed segmentation framework.

For the classification results, two general texture feature extraction methods are applied across all public dataset for benchmarking, which are multiresolution local binary patterns (MLBP) [31] and gray level co-occurrence matrix (GLCM) [32]. The parameters chosen for these methods are according to [12] and [31]. For the MLBP, the image feature is the joint distribution of gray-scale rotation invariant local binary pattern and rotation invariant variance measure.
According to [31], features at multiple pairs of neighbors and radius are combined, which are \{ (8, 1), (16, 2), (24, 3) \}. This method has been proven to perform well on a wide range of texture datasets. Hence, it is selected as a benchmark method. For GLCM, the angles chosen are \{ 0^\circ, 45^\circ, 90^\circ, 135^\circ \} and the distance set is \{ 1, 2, 4, 8, 16 \}. The texture features are a combination of angular second moment, inverse difference moment, entropy, correlation, contrast, and energy [33].

Apart from the general texture features, state-of-art hand-crafted features for individual dataset are also selected as benchmarks. It is to compare the performance of the transferred feature with individually designed algorithms.

For the segmentation evaluation, a number of dataset-dependent ASI methods are compared against the proposed framework.

A. Evaluation of Transferred Features

Features from the pretrained DL network are selected as image representation. The classification performances on the features are evaluated based on the three datasets described in Section IV. The accuracies reported in this section are all based on fivefold cross validation unless otherwise stated in the dataset.

As to individual dataset, some dataset-specific feature extraction and classification methods are tested. The classifier includes gradient boost classifier with loss of log-likelihood, support vector machine (SVM), logistic regression (LR), and MLR. Each test phase consists of 20 runs and the average accuracy is reported.

1) Classification Results of NEU Surface Defect Database: For the NEU surface defect database, whole images instead of patches are selected for evaluation. It is due to the reason that these images are already zoomed-in to patch scale. Traditional texture feature extraction methods such as MLBP and GLCM are used as benchmarks. In [34], scattering convolution network is proven effective on this dataset. It is thus selected as a benchmark method, in which SVM and nearest neighbor classifier are used. The test set is chosen the same way as described in [34], where for each class 150 images are randomly selected. The results are shown in Fig. 9. It can be shown that transferred feature outperforms all the benchmarks with 99.2% accuracy.

2) Classification of Patches From Weld Defect Database: For the weld images in GDXray dataset, the ground truth is provided for each image. To test on the performance of image feature, patch sizes of 25 × 25, 50 × 50, and 75 × 75 are evaluated. 200 patches at nondefect area and 200 patches at defect area are selected for each image. The minimum defect size of patches is chosen to be 100 pixel, as the defect area should be of reasonable size to extract the defect information. Five images are selected for generating patches. The patches are evaluated by fivefold cross-validation. The results are shown in Fig. 10.

The results show that transferred feature has the best performance for all three patch sizes. MLBP also performs well in the classification task. However, GLCM is no better than random guess (50%) for this dataset.

3) Classification of Wood Defect Database: The evaluation of transferred feature on wood defect dataset is based on the first subset. The method is compared against [35] and the cross-validation method also follows what was described in [35]. The image feature in [35] is Gabor filters and classifiers include both self-organizing neural network and a feedforward perceptron neural network (FFPNN). The types of defect reported in this methods include encased, leaf, edge, and sound knots.

The results are shown in Fig. 11. Among all the methods, the transferred feature leads to highest accuracy. It outperforms both general texture features (MLBP and GLCM) and hand-crafted classification methods (Gabor filters and FFPNN).

From the above three classification tasks, the transferred feature is a high-level representation of the textures in this experiment. It largely outperforms both the traditional texture features and the hand-crafted features.

B. Evaluation of Defect Segmentation

The classification results show that the transferred feature has high performances over multiple datasets. The segmentation method described in Algorithms 1 and 2 are
also implemented on these datasets. For individual dataset, the framework is compared with hand-crafted segmentation methods for the specific dataset. As the ground truth is not available in the NEU surface defect dataset, only the weld defect, wood defect, and microstructure defect datasets are evaluated for segmentation.

1) Segmentation Results on Wood Defect Dataset: For subset 2 of board image in the wood defect database, patch size is selected as $50 \times 50$. The parameters for segmentation is chosen as $\sigma = 0.8$ and $k = 500$. The ground truth provided in this dataset is not pixel-wise. They are bounding boxes defined by four coordinates. As such, the performance evaluation follows what is described in [3] and [36]. The five criterion used are defect detection $(D)$ rate, error-escape $(E)$ rate, false-alarm $(F)$ rate, misclassification rate $(M)$, and accuracy $(A)$. The information required to calculate these metrics are as follows.

1) $N_{\text{det}}$: Number of detections generated by the inspection model.
2) $N_{\text{lab}}$: Number of true defects.
3) $N_{\text{det} \_\text{lab}}$: Number of true defects that are detected by the inspection model.
4) $N$: Total number of image patches selected for evaluation (including both defect and normal patches).

From the above definitions, $N_{\text{det} \_\text{lab}}$ is the intersection of $N_{\text{lab}}$ and $N_{\text{det}}$. Fig. S-4 in the supplementary material visualize the relationship between these parameters.

The defect detection rate is the proportion of real defects that are detected by the inspection model, as follows:

$$D = \frac{N_{\text{det} \_\text{lab}}}{N_{\text{lab}}}.$$  \hspace{1cm} (5)

The error escape rate is the proportion of defects that are missed by the inspection model as follows:

$$E = 1 - D.$$ \hspace{1cm} (6)

The false-alarm rate is represented by the ratio of false positive detection to the total number of detections that are produced by the system as follows:

$$F = \frac{N_{\text{det}} - N_{\text{det} \_\text{lab}}}{N_{\text{det}}}.$$ \hspace{1cm} (7)

The misclassification rate is the ratio of misclassification to the total number of patches, including both defect and nondefect areas, as follows:

$$M = \frac{(N_{\text{lab}} - N_{\text{det} \_\text{lab}}) + (N_{\text{det}} - N_{\text{det} \_\text{lab}})}{N}.$$ \hspace{1cm} (8)

The accuracy is the percentage of patches that are correctly classified defined as follows:

$$A = 1 - M.$$ \hspace{1cm} (9)

In terms of a high-performing ASI method, low error-escape $(E)$, low false-alarm $(F)$, low miss-classification $(M)$ rate, and high accuracy $(A)$ are desired.

The proposed method is compared against the best benchmarks [3], [36], [37]. In [3], the color centiles and LBP is used as feature. Each image is separated into blocks and self-organizing map (SOM) is applied on these image blocks. The threshold between defect and nondefect blocks are manually set. Two methods of choosing threshold is reported in [3], which are optimistic and permistic. The error escape $(E)$ rate and false alarm $(F)$ rate of [3] are reported against ten types of defect. In [37], each image is similarly divided into blocks. The image feature is the percentile color histogram and eigenvector...
Fig. 13. Error escape rates for wood defect detection using proposed method, SOM optimistic [3], SOM permistic [3], and block SVM [37]. Compared to the benchmark methods, the proposed method reduces error escape of dry knot, resin, and resin pocket by 6.00%, 19.00%, and 1.39%, respectively. In terms of sound knot and split, the error escape rates of proposed method is 1.63% and 0.21% higher than best-performing benchmark. For bark pocket and core strip, the error escape rates of proposed method and benchmarks are 0%.

Fig. 14. Accuracies for wood defect detection using proposed method, LBP+SVM [36], DTCWT+SVM [36], and NMF+integrated [36]. Compared to the benchmark methods, proposed method improves accuracy of decayed knot, dry knot, edge knot, encased knot, horn knot, leaf knot, and sound knot by 9.86%, 5.23%, 2.29%, 7.57%, 6.70%, 6.18%, and 4.94%, respectively.

texture feature. An SVM classifier is trained on the features to distinguish defect and nondefect areas. Error escape ($E$) of [37] is reported against six types of defects. In [36], non-negative matrix factorization (NMF) is applied on the images. Both the dual-tree complex wavelet transform (DTCWT) and LBP are tested for feature extraction. The misclassification ($M$) rate of [36] is reported on seven types of defects.

For the proposed method, performances on all the eighteen defect types are evaluated. The results are shown in Figs. 12–14. The defects that are not studied by [3], [36], and [37] are marked as missing data in the figures. From Fig. 12, the proposed method does not outperform the others in terms of the overall $E$, $F$, and $M$. However, the number of defect types included in evaluating the proposed method is larger than that of benchmark methods. Certain categories of defects that are not included in the benchmark methods contribute to large $E$ and $F$ except $M$. As such, comparing the performances in detecting each defect type is a fair criterion rather than the overall performance.

Figs. 13 and 14 show $E$ and $A$ of the proposed method and benchmark methods over each defect type. Fig. S-1 in the supplementary material includes examples of predictions produced by the algorithm. For these intermediate outputs, the heatmaps show the likelihood of a pixel being the anomaly, Otsu’s thresholding turns the heatmaps into binary images, and Felzenswalb’s segmentation removes noises and refines defect regions. From Fig. 13, error escape rate of proposed method is significantly lower than that of benchmark methods in terms of
defect type dry knot, resin, and resin pocket. It is not the best-performing algorithm in terms of detecting sound knot and split. However, the performance is only slightly downgraded compared to the benchmark methods. For sound knot defect, $E$ of proposed method is 3.13% compared to 1.5% of the best-performing benchmark. For split defect, it is 13.51% versus 13.3%. In Fig. 14, the proposed method outperforms three methods in [36] for all seven defect types.

2) Segmentation on Weld Defect Database: For the weld defect database, it is split into five training images and five testing images. For each training image, 100 defect and 100 nondefect patches are selected for training the patch classifier. Although patch size $25 \times 25$ is the one with highest classification accuracy, patch size $75 \times 75$ is selected in the defect segmentation task. The number of patches required by $25 \times 25$ is nine times higher than that of $75 \times 75$. As such, choosing $75 \times 75$ patches largely reduces computational cost without much loss of accuracy. As to the segmentation step, $\sigma$ is chosen as 0.8 and $k$ is chosen as 200 according to the defect size. Valavanis and Kosmopoulos [38] is selected as a benchmark method. It first segments defect area by performing Sauvola local thresholding [39] and Felzenswalb’s segmentation [28]. Next, it performs classification of defect based on geometric features and intensity-based descriptors [38].

In [38], several types of defect are included for evaluation. However, the information of defect type is not provided for the weld defect dataset in our experiment. What is more, the dataset in [38] includes twenty four radiographs while there are only ten images in our experiment. As such, the proposed method is not directly comparable with [38]. However, the results in [38] show the accuracies for predicting defect and nondefect pixels, which implies the performance of proposed method. The results in [38] show that the accuracy for classifying nondefect pixels is 78%. Fig. 15 presents the results using proposed method. The accuracies for binary classification of five images ranges from 66.27% to 97.26%. Although the dataset is small, the performance of proposed method is still comparable to the results reported in [38].

An example of prediction result using the proposed method is shown in Fig. S-3 in the supplementary material. It shows that high intensity areas in heat map are the defect areas. However, it is noisy due to the boundary of pipe. By applying Otsu’s method, the high intensity pixels are set as 1 and the low intensity as 0. With the segmentation algorithm, the noisy and small areas are removed. As such, the final predictions are obtained.

3) Segmentation Results on Microstructured Dataset: The proposed method is also applied on the industrial microstructured dataset. Existing ASI methods for microstructured data usually apply on regular patterns [40], [41]. However, the texture of these images are stochastic. In the field of ASI, little literature can be found for microstructured images of titanium fan blade. As a result, no benchmark method is included for this dataset.

For these microstructured images, engineers are interested in highlighting the defect areas and false positive is preferred to false negatives. Relatively large patches ($256 \times 256$) are chosen to speed up the detection, as precise pixel-wise classification is not required. This dataset is labeled similarly as wood defect subset 2. As such, the evaluation criterion (2)–(6) are reused. The results are shown in Fig. 16 and examples of detection are shown in Fig. S-2 in the supplementary material.

The results show that proposed method has zero error escape rate and slightly high false alarm rate. In fact, this property is desirable for microstructured defect detection. False negative is always much more costly than false positives, as undetected defects in fan blades may lead to serious safety issues. The experimental results show that the proposed method is a good candidate for ASI of this microstructured dataset.

From the experimental results of classification and segmentation tasks, the proposed method is efficient for small training data. By applying feature transferring, it reduces the cost of data collection and model training, as the proposed method does not require large amount of training data and only parameters in the classification layer are optimized instead of the whole deep CNN. In addition, the proposed method is also generic as the extracted features from Decaf are high-level representations of patches and dataset-independent.
VI. IMPLEMENTATION DETAILS

The proposed framework is implemented on a workstation with 24 cores and 32GB memory. The computational time of three feature extraction methods for patch size $x \times x$ is shown in Fig. 17. The computational cost of LBP-based method grows significantly as the patch size increase, due to its pixel-wise computation. The computational cost of transferred feature is independent of patch size, as Decaf always resizes input images to specific dimension. As the pretrained neural network is deep, the computational cost for feature extraction is higher than LBP and GLCM-based methods for small patches. In order to speed up the method, the feature extraction step is implemented in parallel. For defect segmentation of an image with 2000 patches, it takes 2 mins to generate heat maps on average.

The algorithms are implemented using Python. The packages involved in this implementations are Scikit-Learn, Numpy, Scipy, Scikit-Image, and Decaf. The pretrained weights for Decaf is publicly available.

VII. DISCUSSION

From the experimental results, the transferred feature outperforms hand-crafted features for all texture images. In addition, the proposed ASI method also performs well in defect segmentation. This section explores the reasons of such high performances.

A. Transferred Feature

From the classification results in Section V, transferred feature is a high-quality representation of surface inspection datasets. It is due to the complexity of object recognition task. Multiple types of information are essential in object recognition, such as texture and shape. CNN learns different levels of representation via propagation through its layers. An example of the type of information that Decaf captures from wood defects is shown in Fig. 18. The low-level layers detect edges and textures of input image, while the high level layers produce high-quality feature maps for defects. This example shows Decaf is highly adaptable to ASI domain.

B. Segmentation Method

As for the segmentation task, the results show that the proposed method has high performance and it is generic across various datasets. There are two major advantages of the proposed method. First, it can be trained on small dataset and yet can be highly accurate. For segmentation of weld defect, there are only five training images but the result of proposed method is still comparable to the state-of-art method. It shows the capability of the proposed scheme for small training data. It saves labor cost for industrial applications, since most visual inspection requires intensive manual work for collecting and labeling images. Second, the proposed method is easy to implement across datasets in various domains. Traditionally, ASI methods depend on the properties of defects, including size, texture, and colors. As a result, majority of existing ASI methods depend on hand-crafted features that can not be applied to large varieties of surfaces. The proposed framework is fully automatic and is robust to the changes in defect properties.

VIII. CONCLUSION

In this paper, a generic DL-based ASI method is presented. This method includes feature transferring from pretrained DL network and convolution of patch classifier over input image. The transferred feature significantly outperforms hand-crafted features in classification tasks. The improvement of accuracy ranges from 0.66% to 25.50% for three datasets. As for segmentation task, the proposed method reduces error escape rate
by 6.00%–19.00% in three defect types, improves accuracy by 2.29%–9.86% in seven defect types, and obtain 0.0% error escape rate for the microstructured dataset.

In the future, we will focus on two directions of research. One direction involves the speeding up the heat map generation process to enable real-time defect localization. The second direction is to automate the patch size selection process using machine learning methods.
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