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Abstract—We propose a new accurate and fast memetic parallel optimization algorithm for the independent tasks scheduling problem. The new technique combines the Virtual Savant (VS) with a parallel genetic algorithm (called PA-CGA). VS is an optimization framework based on machine learning that learns from a reference set of (pseudo-)optimal solutions how to solve the problem, providing accurate results in extremely low run times. We propose in this work the use of VS to generate a highly accurate initial population for the PA-CGA. Results show how initializing the population with VS (we test two versions of VS, differing on its training process) significantly increases the accuracy of the PA-CGA, compared to two other population initialization techniques: random and using a state-of-the-art heuristic.

1. Introduction

Virtual Savant (VS) is a new optimization method [1] based on Machine Learning (ML) that allows computers autonomously learn how to solve a problem. It is inspired by people displaying the savant syndrome, who present outstanding abilities, as rapid calculation, despite their low Intelligence Quotient (IQ). For instance, some savants can enumerate and/or identify huge prime numbers without even knowing how to multiply. It is believed that they use pattern recognition rules to solve such problems [2], [3]. Therefore, VS makes use of ML techniques to discover the patterns that generate the desired solutions for a set of problem instances. These solutions could be either optimal solutions, generated by some reference algorithm or, simply, any observations. Once the system learns to solve the problem, it can efficiently and accurately solve new unseen problem instances in a massively parallel way, just by applying the discovered patterns.

VS has been only applied so far to solve the independent task scheduling problem [1]. In that paper, VS was successfully used to parallelize the well-known MinMin heuristic [4]. It could reproduce the solutions of MinMin with high accuracy, with over 80% correct tasks assignments on unseen problem instances, for some of the tested problem classes. Moreover, VS was highly competitive with the MinMin heuristic it learnt from in terms of the quality of solutions found, clearly outperforming it in some cases.

The independent task scheduling problem is an NP-complete problem that requires significant computation to find good solutions [5]. However, schedulers are expected to provide accurate solutions in short times. Therefore, heuristic and metaheuristic approaches arise as practical candidate solver algorithms to this problem. However, the best existing solutions are not able to promptly provide accurate solutions yet, especially in the case of large problem instances. To overcome this problem, some parallel algorithms have been developed. Some outstanding ones are surveyed later in this paper. In [6], we proposed the Parallel Asynchronous Cellular Genetic Algorithm (PA-CGA), a novel parallel genetic algorithm that incorporates problem knowledge at the levels of population initialization and local search. The algorithm is described in Section 4.2, and it provides accurate solutions in a fixed 90 seconds wall time.

The main contribution of this work is the proposal of a novel memetic algorithm that combines VS and PA-CGA. Specifically, we propose the use of VS to generate a diverse and highly accurate initial population of solutions, based on the recommendations of the Support Vector Machine (SVM) implemented in it. This initial population will be later evolved by the PA-CGA parallel genetic algorithm, especially designed for the considered problem [6]. The proposed memetic algorithm, called VSGA, is able to outperform the original PA-CGA in most cases.

The structure of this paper is as follows. Next, we define the problem considered in this work. After that, some of the main existing techniques proposed in the literature for this problem are surveyed in Section 3. Section 4 describes the proposed VSGA memetic algorithm, as well as VS and PA-CGA methods. Our main results are summarized in Section 5, and we finish with our main conclusions and lines for future work in Section 6.

2. The Independent Tasks Scheduling Problem

Task scheduling is a family of problems that capture the most important needs of datacenters and computational grids for efficiently allocating tasks to resources in a dynamic environment. Therefore, several versions of the problem can be formulated according to the needs of such applications.
In this work, we consider a version of the problem that arises quite frequently in parameter sweep applications, such as Monte-Carlo simulations [7]. In these applications, many tasks with no interdependencies are generated and submitted to be executed in the datacenter. In fact, more generally, the scenario in which independent tasks are submitted to a datacenter or a grid system is quite natural given that users independently submit their tasks and expect an efficient allocation of them. We notice that efficiency means to allocate tasks as fast as possible and to optimize some criterion, such as makespan or flowtime. Makespan is among the most important optimization criteria of a grid system. Indeed, it is a measure of its productivity (throughput).

The independent tasks scheduling problem considers a set of independent non-preemptive computing tasks to be processed on a number of heterogeneous machines. Tasks cannot be split across machines, and machines can only execute one task at a time. Assuming that the computing time needed to perform a task is known (assumption that is usually made in the literature [8], [9], [10]), we use the Expected Time to Compute (ETC) model by Braun et al. [8] to formalize the instance definition of the problem as follows:

- A number of independent (user/application) tasks to be scheduled.
- A number of heterogeneous machine candidates to participate in the planning.
- The workload of each task (in millions of instructions).
- The computing capacity of each machine (in MIPS).
- Ready time $\text{ready}_m$ indicates when machine $m$ will have finished the previously assigned tasks.
- The ETC matrix ($nb\_tasks \times nb\_machines$), in which $ETC[t][m]$ is the expected execution time of task $t$ on machine $m$.

The optimization problem consists in finding the tasks to machines assignments that minimize the makespan, defined as the finishing time of the last task:

$$\max \{\text{completion}[m] \mid m \in \text{Machines}\} \quad (1)$$

where $\text{completion}[m]$ is the time when machine $m$ will finish processing the previously assigned tasks, as well as of those already planned. Formally, for a machine $m$ and a schedule $S$, the completion time of $m$ is defined as:

$$\text{completion}[m] = \text{ready}_m + \sum_{t \in S(m)} ETC[t][m] \quad (2)$$

where $\text{ready}_m$ represents the time when machine $m$ will finish all the previously assigned tasks (we consider $\text{ready}_m = 0$ for all machines in this work), and $S(m)$ is the set of tasks assigned to machine $m$.

Makespan is a well-known optimization criterion, among the most important ones, of a distributed system; it is a measure of its productivity (throughput). A solution to the problem is an assignment, and can be represented by a vector, where $solution[t] = m$ represents that the task of index $t$ is assigned to machine of index $m$.

The ETC is assumed given [8], [9], [10], and the instances we study are randomly generated according to the procedure in [8]. In the present study, all tasks are chosen as highly heterogeneous. The machines are consistent (a machine cannot be slower than another for one task, and faster for another task), and high and low heterogeneous machine sets are chosen for the evaluation (called $hihi$ and $hilo$ problems, respectively). These problem classes cover most scenarios we can find in real datacenters.

3. Related Work

The independent task scheduling problem has been addressed by a large number of heuristics and metaheuristics in the literature [1], [4], [6], [8], [11]. One of the most widely used batch mode dynamic heuristic for this problem is the well-known MinMin algorithm [4]. MinMin starts with a set of all unmapped tasks. Then, it establishes the minimum completion time for all unassigned tasks in any available machine. After that, the task with the overall minimum expected completion time is selected and assigned to the corresponding machine. The task is then removed from the set and the process is repeated until all tasks are mapped. The run time of MinMin is $O(m \cdot n^2)$, where $n$ is the number of tasks and $m$ the number of machines. Other simple heuristics for this problem with similar complexity exist, as MaxMin and Sufferage [8]. Tabak et al. [12] later improved the design of these heuristics to reduce their complexity to $O(m \cdot n \log n)$, but at the cost of some accuracy loss.

In addition to the mentioned heuristics, the problem has been addressed with metaheuristics as Genetic Algorithm (GA) [6], Tabu Search (TS) [11], Memetic Algorithm (MA) [13], or other Evolutionary Algorithm (EA) [14], providing more accurate results at the cost of longer execution times. In order to reduce the computation time of heuristics and metaheuristics for this problem, some parallel approaches have been presented. Pinel et al. designed in [15] the first parallel implementation of MinMin for GPU architectures, together with a cellular genetic algorithm. Later, Iturriaga et al. proposed other simple heuristics for GPU to solve the same problem [16]. PA-CGA is a more accurate (but less scalable) parallel metaheuristic for multicore processors that makes use of problem knowledge [6].

Finally, we presented in [1] the VS, a new method to automatically generate massively parallel algorithms from scratch, and its application to the considered scheduling problem. The method is based on ML to learn the behavior of some reference algorithm. It was applied to learn from MinMin algorithm, and it could accurately reproduce its solutions on unseen problem instances.

4. The method

We present in Section 4.3 our proposed accurate and efficient optimization solution for the considered problem. Before, sections 4.1 and 4.2 describe the VS and PA-CGA optimizers, which are the building blocks of our proposed memetic approach.
4.1. The Virtual Savant

The Virtual Savant is a novel technique to autonomously create parallel programs to solve optimization problems [1]. Based on ML, it is trained to automatically learn how to solve an optimization problem from a set of observations, normally generated by some optimization algorithm. After the training process, VS is able to accurately reproduce the solutions the reference algorithms produce on new, unseen, problem instances. Therefore, given an algorithm, VS is able to generate a new, completely different program, that reproduces its behavior, but in a highly efficient massively parallel way, thanks to its parallel pattern recognition engine.

The VS is inspired by people with the autistic savant syndrome, who show brilliant capabilities (as rapid calculation) despite their very low IQ. It is believed that they use pattern recognition rules to get outstanding solving capabilities to problems that, in many cases, they do not even understand [17], [18].

Our implementation of VS for the considered independent tasks scheduling problem makes use of one SVM to learn the machine every task must be assigned to. The training process is visualized in Fig. 1. For every task, the SVM receives as an input both the column of the ETC matrix corresponding to that task, containing the expected run time of the task on every machine, and the desired machine assignment to that task, obtained from the solution provided by the reference algorithm (i.e., the observation).

After the learning process is finished, VS runs multiple SVMs in parallel (as many as the number of tasks in the problem instance) to generate the probabilities of assigning all tasks to every machine. These assignments are made independently of the assignments of the other tasks, so all processes can run in parallel. It was reported in [1] a high accuracy of the SVM predictions, correctly assigning over 80% of the tasks (considering the maximum assignment probability for every task) in average, on 100 unseen problems, for some of the studied problem classes.

Once this probabilities vector is built, VS starts a refinement step, in which a solution is built from the generated probabilities vector. This is a process based on fitness that allows improving the quality of solutions, amending the inaccuracies that might happen in the SVM predictions. In our previous work [1], a random search was implemented in the refinement step. In this work, we make use of a highly specialized metaheuristic for the considered problem. The method is explained next.

4.2. The PA-CGA Genetic Algorithm

The PA-CGA, was presented as an accurate parallel memetic genetic algorithm for the independent tasks scheduling problem in [6]. In PA-CGA, problem knowledge is used in the population initialization method (one solution of the initial population is generated with the accurate MinMin heuristic) as well as to apply the H2LL local search (explained later) to every offspring in order to find a local optimum.

The population of PA-CGA is structured in a toroidal grid, limiting the interaction of individuals to its local neighbors [19]. It is sketched in Fig. 2, where the allowed relationships between individuals (represented as circles) in the population are shown with lines connecting them. The effect of implementing such a population structure is a smooth diffusion of the information of good individuals through the population, allowing to preserve the population diversity for longer [20], [21], compared to other unstructured populations. The algorithm is designed for multi-core processors, and the population is logically partitioned into a number of contiguous blocks of the same size. Each block is evolved by one thread (see Fig. 2) by means of the application of the recombination and mutation genetic operators, as well as the H2LL local search. The neighborhood of an individual may include individuals from other population blocks, allowing the genetic information of individuals to...
cross block boundaries. The neighborhoods of two sample individuals are drawn in Fig. 2 with thick solid lines to show the interactions between individuals from different blocks, as well as the toroidal feature of the population (bottom-right individual’s neighborhood).

The different threads evolve their population block independently, meaning that they do not wait on the other threads to complete their generation (the evolution of all the individuals in their block) before pursuing their evolution. Hence, if a breeding loop takes longer for an individual of a given thread, the individuals evolved by the other threads may go through more generations.

### Algorithm 1 Pseudo-code for PA-CGA.

```plaintext
1: t₀ ← time(); {record the start time}
2: pop ← setup_pop(); {initialize population}
3: par ← setup_blocks(pop); {set parameters for all threads}
4: do_parallel(initial_evaluation, par); {each thread evaluates its block}
5: do_parallel(evolve, par, t₀); {each thread evolves its block, see Algorithm 2}
```

### Algorithm 2 Pseudo-code for evolve().

```plaintext
1: while time() − t₀ ≤ time do
2:  for all ind in a thread’s block do
3:  neigh ← get_neighborhood(ind);
4:  parents ← select(neigh);
5:  offspring ← recombine(p_comb, parents);
6:  mutate(p_mut, offspring);
7:  H2LL(p_ser, iter, offspring);
8:  evaluate(offspring);
9:  replace(ind, offspring);
10: end for
11: end while
```

Function `initial_evaluation()` computes the fitness of all individuals in the initial population. The stop condition for the considered scheduling problem is a wall clock time.

After performing the recombination and mutation operators, we also apply the H2LL local search operation. After that, `evaluate()` computes the makespan of the schedule, and replaces the evolved solution in the population by the new one according to some criterion.

The completion times are often used in the local search, therefore we maintain up-to-date completion times for all machines to speed up computations. The `evaluate()` function of Algorithm 2 only finds the maximum completion time. The completion times are kept up-to-date by each operator (recombination, mutation, local search). Such updates are efficiently performed by adding or removing the ETC (a task on a machine to the appropriate completion time).

### Algorithm 3 Pseudo-code for H2LL, our local search.

```plaintext
1: for all iter iterations do
2:  sort machines on ascending completion time
3:  task ← random task from last machines;
4:  best_score ← CT[last machines]; {makespan}
5:  for all mac in pop_size/2 first machines do
6:    new_score ← CT[mac] + ETC[task][mac];
7:    if new_score < best_score then
8:      best_mac ← mac;
9:      best_score ← new_score;
10: end if
11: end for
12: move task to best_mac if any
13: end for
```

### 4.3. VSGA: The Hybridization of VS and PA-CGA

We present in this section the VSGA optimization algorithm for the independent tasks scheduling problem. This is a hybrid of VS and PA-CGA metaheuristic. As it is sketched in Fig. 3, it first executes the prediction step of VS to obtain the machines assignment probabilities vector, which is later used to generate an initial population of the PA-CGA algorithm. The population is created by randomly assigning values to all variables, according to the probabilities defined by VS. This way, we create a diverse population of highly accurate solutions, hopefully located in the most promising regions of the search space.

Once the initial population is created, PA-CGA is evolved for a fixed amount of time, and the best solution in the population is reported as the output of the algorithm. Therefore, we are replacing the generic heuristic methods originally designed for the refinement step of VS by a highly accurate parallel metaheuristic, specifically designed for the considered problem.

### 5. Experiments

We summarize in this section our results. In our experiments, we adopted the same configuration of the original PA-CGA, that was tuned for these same problem instances (see Table 1). We are using a population of 256 individuals, arranged into an square grid. The population is randomly initialized, except for one individual, which is the result of the MinMin heuristic. To evolve every individual, its parents are chosen from its linear 5 (L5) neighborhood (also called Von Neumann or NEWS neighborhood), composed of the 4 nearest individuals (at its north, east, west, and south positions in the population), plus the considered one. This
neighborhood is chosen to smoothen the speed in which the information of good individuals spreads through the population, as well as to reduce concurrent memory access (at the borders of the different population blocks). The two best neighbors are selected as parents. The recombination operator used is the well-known two-point crossover (tpx). The mutation operator moves one randomly chosen task to a randomly chosen machine. The newly generated offspring replaces the current individual if it improves the fitness value. The number of threads used in all our experiments is four, all threads running on one processor. As published in [6], the maximum speedup for the population size considered was found using four threads (around two times faster than the sequential algorithm). Regarding VS, we used the SVM that was trained in our previous paper [1] for this same problem. The processor used for the experiments is an Intel Xeon E5 2670 clocked at 2.6 GHz. This processor has eight cores. Regarding the number of iterations of the local search, we did different experiments with zero (i.e., no local search is performed), one, and ten iterations. Finally, we run two series of experiments with 0.5 and 10 seconds run (the termination condition in the original paper where PA-CGA was presented was an execution time of 90 seconds).

Our results are summarized in tables 2 and 3 for the instances with high and low heterogeneity in the computational capacity of machines, respectively. They are average values on 30 different instances, and 100 independent runs of the algorithms on every instance (meaning that we performed 432,000 experiments in total). We present results for 0.5 and 10 seconds runs, performing 0, 1, and 10 iterations of the local search for 12×4, 128×4, and 512×16 problems. The compared algorithms are VSGA trained from PA-CGA (i.e., VSGA_GA) and MinMin (VSGA_MM), the original PA-CGA, and PA-CGAr, being its only difference with respect to PA-CGA that the initial population is completely randomly generated. The results of the best algorithm are emphasized in bold font for every combination of termination condition, iterations of the local search, and problem solved.

We can see in Table 2 that the two VSGA versions clearly outperform PA-CGA in all cases. With respect to PA-CGA, it stands out as the best option for the 512×16 hihi problems, with small average differences of 1.23% and 0.77% with respect to VSGA_GA and VSGA_MM, respectively. The smallest differences were found in the case of 10 iterations of H2LL and 10 seconds run, which are reduced to 0.61% and 0.27% for VSGA_GA and VSGA_MM, respectively. The worst performance of the VSGA algorithms for the biggest problems are in concordance with our results in [1], where VS obtained the worst accurate values for these problems. We can see how the accuracy of the algorithms improves when increasing the wall time from 0.5 to 10 seconds, as it could be expected. However, the maximum improvement achieved was around 6%, for PA-CGAr with 5 iterations of H2LL. Regarding the other algorithms including problem knowledge in the population initialization process, the difference is never higher than 0.7% when increasing the wall time from 0.5 to 10 seconds.

The results for the hihi problems are even more favorable to the proposed VSGA versions, as it is shown in Table 3. In this case, VSGA_GA performs the best for all combinations of H2LL iterations and execution time tested in 12×4 and 128×4 problems. In the case of the biggest problem, PA-CGA is the best algorithm for 0 and 1 iterations cases, but it is outperformed by VSGA_MM when 10 iterations of H2LL are performed. The two proposed VSGA algorithms report the best results in 14 cases out of 18.

<table>
<thead>
<tr>
<th>TABLE 1: Parameterization of PA-CGA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
</tr>
<tr>
<td>Population initialization</td>
</tr>
<tr>
<td>Neighborhood</td>
</tr>
<tr>
<td>Selection</td>
</tr>
<tr>
<td>Recombination</td>
</tr>
<tr>
<td>Mutation</td>
</tr>
<tr>
<td>Local search</td>
</tr>
<tr>
<td>Replacement</td>
</tr>
<tr>
<td>Stopping criterion</td>
</tr>
<tr>
<td>Number of Threads</td>
</tr>
</tbody>
</table>

Figure 3: Global view of the proposed VSGA memetic algorithm.
We would like to emphasize how the two VSGA algorithms proposed obtain better results in 0.5 seconds than those that PA-CGA can achieve in 10 seconds for problems 12×4 and 128×4. There are only a few exceptions in the 10 iterations case. Therefore, the population initialization mechanism based on VS really helps the algorithm to start from highly promising regions of the search space and quickly find accurate solutions. This is a very interesting result, especially for the considered problem, for which good quality solutions are required in really low times. In addition, the generated population provides enough diversity of solutions to allow the algorithm to continue progressing during the evolution and avoid local optima. The comparison between the results after 0.5 and 10 seconds run with no local search confirm that.

If we compare the performance of the algorithms for hiih and hilo problems, we can see that it is more favorable for the two VSGA algorithms in the latter case. This agrees with the fact that VS was found to be more accurate for hilo problems in [1].

We also compared the overall performance of every algorithm, aggregating all results for all problems. The Friedman rank of the algorithms is presented in Table 4. As it can be seen, the two overall best algorithms are VSGAMM and VSGAGA with 10 iterations of H2LL, in that order, followed by PA-CGA with 10 iterations of H2LL.
too. Indeed, the two VSGA algorithms outperform PA-CGA and PA-CGAr with the same number of iterations of the local search, both for 0.5 and 10 seconds runs. The only exception is the case of PA-CGA with no local search, outperforming VSGAMM when the wall time is set to 0.5 seconds (but this happens with low difference in rank value). The worst performing algorithm in all cases is PA-CGAr, the only one that is not using problem knowledge in the population initialization process.

**TABLE 4: Friedman rankings of the algorithms**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ranking</th>
<th>Algorithm</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSGAMM – 10 iter</td>
<td>2.94</td>
<td>VSGAMM – 10 iter</td>
<td>2.74</td>
</tr>
<tr>
<td>VSGAGA – 10 iter</td>
<td>3.01</td>
<td>VSGAGA – 10 iter</td>
<td>2.90</td>
</tr>
<tr>
<td>PA-CGA – 10 iter</td>
<td>4.31</td>
<td>PA-CGA – 10 iter</td>
<td>3.78</td>
</tr>
<tr>
<td>VSGAMM – 1 iter</td>
<td>5.08</td>
<td>VSGAMM – 1 iter</td>
<td>5.30</td>
</tr>
<tr>
<td>VSGAGA – 1 iter</td>
<td>5.71</td>
<td>VSGAMM – 1 iter</td>
<td>5.82</td>
</tr>
<tr>
<td>PA-CGA – 1 iter</td>
<td>5.79</td>
<td>PA-CGA – 1 iter</td>
<td>5.68</td>
</tr>
<tr>
<td>PA-CGAr – 1 iter</td>
<td>6.07</td>
<td>PA-CGA – 1 iter</td>
<td>5.92</td>
</tr>
<tr>
<td>VSGAGA – 0 iter</td>
<td>7.37</td>
<td>VSGAGA – 0 iter</td>
<td>7.73</td>
</tr>
<tr>
<td>PA-CGA – 0 iter</td>
<td>8.20</td>
<td>VSGAMM – 0 iter</td>
<td>8.37</td>
</tr>
<tr>
<td>VSGAMM – 0 iter</td>
<td>8.24</td>
<td>PA-CGA – 0 iter</td>
<td>8.42</td>
</tr>
<tr>
<td>PA-CGAr – 1 iter</td>
<td>9.49</td>
<td>PA-CGAr – 1 iter</td>
<td>9.53</td>
</tr>
<tr>
<td>PA-CGAr – 0 iter</td>
<td>11.77</td>
<td>PA-CGA – 0 iter</td>
<td>11.80</td>
</tr>
</tbody>
</table>

We also compared VSGAMM with 10 iterations of H2LL, the best overall performing algorithm, against the other ones according to Holm statistical test [22]. The obtained adjusted \( p \)-values are presented in Table 5. Those \( p \) \leq 0.05 stand for statistical significant differences between the algorithms. We can see that the algorithm statistically outperforms all other studied algorithms but VSGAGA with 10 iterations of H2LL.

**TABLE 5: Adjusted \( p \)-values for the Holm statistical test with 95% confidence**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( p )-value</th>
<th>Algorithm</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSGAGA – 10 iter</td>
<td>0.8665</td>
<td>VSGAGA – 10 iter</td>
<td>0.6663</td>
</tr>
<tr>
<td>PA-CGA – 10 iter</td>
<td>6.6484E-4</td>
<td>PA-CGA – 10 iter</td>
<td>0.0123</td>
</tr>
<tr>
<td>VSGAGA – 1 iter</td>
<td>1.4364E-15</td>
<td>VSGAGA – 1 iter</td>
<td>3.7533E-14</td>
</tr>
<tr>
<td>VSGAMM – 1 iter</td>
<td>5.6448E-8</td>
<td>VSGAMM – 1 iter</td>
<td>5.0405E-11</td>
</tr>
<tr>
<td>VSGAMM – 1 iter</td>
<td>1.5754E-12</td>
<td>VSGAMM – 1 iter</td>
<td>2.6269E-15</td>
</tr>
<tr>
<td>VSGAGA – 1 iter</td>
<td>1.8938E-65</td>
<td>VSGAGA – 1 iter</td>
<td>2.9039E-16</td>
</tr>
<tr>
<td>VSGAGA – 0 iter</td>
<td>2.0709E-30</td>
<td>VSGAGA – 0 iter</td>
<td>2.0179E-70</td>
</tr>
<tr>
<td>VSGAMM – 0 iter</td>
<td>4.5590E-43</td>
<td>VSGAMM – 0 iter</td>
<td>1.6221E-38</td>
</tr>
<tr>
<td>PA-CGA – 0 iter</td>
<td>1.3767E-42</td>
<td>PA-CGA – 0 iter</td>
<td>9.3791E-49</td>
</tr>
<tr>
<td>PA-CGAr – 0 iter</td>
<td>5.2244E-118</td>
<td>PA-CGAr – 0 iter</td>
<td>1.3692E-124</td>
</tr>
</tbody>
</table>

To finish this section, we show in Fig. 4 the evolution of the average fitness of the population during the run, in every generation. Results are averaged after 100 runs for one single instance of size 128×4 for each considered problem class: \( \text{hihi} \) and \( \text{hilo} \). It can be seen in the \( \text{hihi} \) case how the average fitness of the initial population of the two VSGA versions is over 15% better, compared to the PA-CGA and PA-CGAr algorithms. This fact, together with the diversity of solutions in it, allows the VSGA algorithms performing a faster convergence, therefore achieving higher quality solutions, outperforming both PA-CGA and PA-CGAr algorithms. However, in the \( \text{hilo} \) problems, the average fitness of the initial population is less than 5% better for VSGA algorithms, but the difference with PA-CGA and PA-CGAr at the end of the evolution is more important than in the \( \text{hihi} \) case. This is because the solutions generated by VS are highly close to those of the reference algorithm, but the small number of inaccuracies have a strong impact on the fitness value. However, we can see how the algorithm can overcome such inaccuracies, finding highly fitted solutions at the end of the run. It stands out how VSGAGA outperforms the final result achieved by both PA-CGA and PA-CGAr after only 25 generations. Finally, we observe that PA-CGA and PA-CGAr perform similarly for \( \text{hilo} \) problems, meaning that the algorithm could not benefit much from adding the MinMin solution to the initial population.

6. Conclusions and Future Work

We present in this paper a novel memetic algorithm that combines an accurate parallel genetic algorithm, PA-CGA, for the independent task scheduling problem with a pioneer optimization technique, called the Virtual Savant...
(VS) and based on ML, that is used here to generate its initial population. The VS method makes use of parallel pattern recognition to learn from a reference algorithm how to build solutions to the considered problem. Once it is trained, it can quickly generate, in a massively parallel way, similar solutions to those of the reference algorithm on unseen problem instances.

We evaluate here two versions of our proposed memetic algorithm, called VSGA, differing only on the algorithm used in the VS learning process. The two versions of VSGA were compared against two versions of PA-CGA: the original one (in which the initial population is randomly created but one solution that is built using MinMin heuristic), plus another version that starts from a completely random initial population. Six parameterizations were studied for every algorithm, representing different intensities of exploration of local neighborhoods and execution run lengths. We observed an overwhelming better performance of the VSGA versions, supported by our statistical study at 95% confidence level.

As future work, we are focussing on enhancing the VS method to improve its accuracy on the biggest studied problem, for which the performance of VSGA method is comparable to PA-CGA. We will also work on hybridizing VS with other methods that would allow exploiting its massive parallelism.
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Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>ETC</td>
<td>Expected Time to Compute</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>IQ</td>
<td>Intelligence Quotient</td>
</tr>
<tr>
<td>MA</td>
<td>Memetic Algorithm</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>PA-CGA</td>
<td>Parallel Asynchronous Cellular Genetic Algorithm</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TS</td>
<td>Tabu Search</td>
</tr>
<tr>
<td>VS</td>
<td>Virtual Savant</td>
</tr>
</tbody>
</table>
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