Abstract—This paper proposes a novel method for cross-modal retrieval. In addition to the traditional vector (text)-to-vector (image) framework, we adopt a matrix (text)-to-matrix (image) framework to faithfully characterize the structures of different feature spaces. Moreover, we propose a novel metric learning framework to learn a discriminative structured subspace, in which the underlying data distribution is preserved for ensuring a desirable metric. Concretely, there are three steps for the proposed method. First, the multiorder statistics are used to represent images and texts for enriching the feature information. We jointly use the covariance (second-order), mean (first-order), and bags of visual (textual) features (zeroth-order) to characterize each image and text. Second, considering that the heterogeneous covariance matrices lie on the different Riemannian manifolds and the other features on the different Euclidean spaces, respectively, we propose a unified metric learning framework integrating multiple distance metrics, one for each order statistical feature. This framework preserves the underlying data distribution and exploits complementary information for better matching heterogeneous data. Finally, the similarity between the different modalities can be measured by transforming the multiorder statistical features to the common subspace. The performance of the proposed method over the previous methods has been demonstrated through the experiments on two public datasets.
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I. INTRODUCTION

As the major component of big data, multi-modal data including image, text, video and audio have emerged on the Internet rapidly, and it is now imperative to exploit the correlations among multimedia data. Consequently, cross-modal retrieval has attracted considerable attention in recent years. In the multimedia research field, the cross-modal retrieval has many practical applications, such as image retrieval [1], [2], image annotation [3] and multi-modal video retrieval [4]. Specifically, we focus on exploiting the correlation between image modality and text modality, which has been actively studied in many works [5]–[6].

As is well known, the different multimedia data reside in different feature spaces. Hence, the key problem for cross-modal retrieval is how to model the correlations among the multi-modal data. A large number of methods have been proposed to alleviate this problem by learning a common subspace for the multimedia data. They represent the multimedia data as high-dimensional vectors, and exploit the correlations among the multimedia data by learning the optimal transformations for these vectors. Generally, these methods can be mainly classified into four kinds of directions [7]. First, some methods learn the maximal correlations among different modalities to obtain the common subspace [1], [5], [8]–[12]. The most popular method could be canonical correlation analysis (CCA) [1]. The motivation of CCA is to learn a common subspace which maximizes the correlations between the projected vectors of two modalities. Second, the manifold learning methods are also adopted to obtain the common subspace [13]–[14]. Since the high-dimensional data may embed in a lower dimensional intrinsic space, the manifold learning methods project the different modalities into a common manifold by learning their underlying manifold representation. Third, different from the above methods, the third direction learns the common subspace by using the technique of learning to rank [6], [15]–[18]. These methods maximize a criterion related to the ultimate retrieval performance and obtain the common subspace by large margin learning with certain ranking criteria. Finally, the semantic content implied in the multimedia data can be refined as class labels, which directly reveal the semantic information of multimedia data. Considering this, many works learn the discriminative subspace by using the valuable class information [19]–[22].

The above methods cannot be directly applied to higher order features such as two-dimensional matrices, and would
require some pre-processing (e.g., vectorization of matrices). In fact, the higher order representation (e.g., covariance matrices) can characterize the structure information of feature space because it faithfully exploits the correlations among the entries of feature vector. The popular feature extraction methods often represent each multimedia data as a set of local feature descriptors, e.g., SIFT algorithm for visual modality and word2vec model for textual modality. Since each local feature descriptor is obtained by synthesizing various information contained in a data patch, we consider that each local feature descriptor encodes the local spatial information of a data patch. Therefore, it is important to exploit the structure informations of the different feature spaces, which are usually ignored in the process of vectorization for matrices.

To exploit the structure information of different feature spaces and capture the discriminative semantic information, we propose a novel metric learning framework named Multi-ordered Discriminative Structured Subspace Learning (MDSSL) to enhance the correlations among the multi-modal data. In MDSSL, we represent each multimedia data as a set of local feature descriptors by adopting the dense SIFT algorithm [23] and word2vec model [24]. Then we compute the holistic multi-order statistics as the features of the multimedia data. The 2nd-order statistical features faithfully characterize the structure information of the different feature spaces such that they can encode the feature correlations specific to each class. Furthermore, the 0th-order and 1st-order statistics are also computed for enriching the feature information because the different order statistical features characterize the feature space from the different aspects. Hence, the multi-order statistical features can extract rich information from low-level features to high-level semantic features such that the correlation between the different modalities can be further strengthened.

Since the multi-order statistical features lie on the different Euclidean spaces and Riemannian manifolds, we propose a novel metric learning framework to learn a discriminative subspace for heterogeneous data. This framework can preserve the underlying data distributions in the learning stage, and this strategy helps to learn an optimal metric for heterogeneous data. Furthermore, it can effectively integrate multiple distance metrics and exploit complementary information to better match the heterogeneous data for cross-modal retrieval. Fig. 1 shows the flowchart of the proposed method.

In summary, with the attractive and distinct advantages of MDSSL, the main contributions of this paper are:

1) A novel matrix-to-matrix framework is proposed for the cross-modal problem, which is formulated as matching points from heterogeneous Riemannian manifolds. By this way, the structure informations of heterogeneous feature spaces are effectively exploited simultaneously.

2) The multi-order statistical features are computed for the different modalities. Since different order statistics characterize features space from the different perspectives, integrating these features provides complementary information which is helpful to discriminate samples from different classes.

3) A discriminative structured subspace learning is proposed to make better use of the information from the multi-order statistical features. This framework not only can match heterogeneous data with only one-order statistical features, but also can work well in multi-order statistical features.
II. RELATED WORK

The main problem of cross-modal retrieval is to exploit the semantic relationship among the different modalities. Since texts and images are the different modalities, they cannot be matched directly with each other. Thus, most of the recent studies are concentrated on learning the common subspace.

One popular approach is to obtain the common subspace by maximizing correlations between different modalities. Especially, CCA [1] seeks a pair of linear transformations to maximize the correlations between two modalities. Based on the good performance of CCA, many extensions and applications have been developed. For example, a logistic regression is adopted to compute the posterior probabilities assigned to all semantic categories after obtaining the maximally correlated subspace between two modalities [5]. Generalized multiview analysis (GMA) [10] is the supervised extension of CCA. GMA solves a joint, relaxed quadratic constrained program over the different feature spaces to obtain a single (non-) linear subspace. Its extensions, GMLDA and GMMPA, have been shown very good performance on cross-media retrieval.

An alternative relies on the manifold learning methods to obtain the common subspace. Based on the manifold alignment, the method of [13] constructs the transformations to link the different feature spaces in order to transfer knowledge across domains. In [25], the authors learn a common low dimensional embedding which can maximize the multi-modal correlations and preserve the local distances simultaneously. Additionally, parallel filed alignment [26] is proposed to project the correlation of heterogeneous media data into intermediate latent semantic spaces and preserve the metric of data manifolds during the process of manifold alignment.

Different from the above methods, the common subspace can also be obtained by learning to rank. Grangier et al. propose a method named aggressive-learning model for image retrieval (PAMIR) [17], which is the first attempt to address the problem of ranking images by text queries directly. PAMIR formulates the cross-modal retrieval problem similar as RankSVM [27] and derives an efficient training procedure by adapting the Passive-Aggressive algorithm. In [16], Supervised semantic indexing (SSI) defines a set of linear low-rank models to exploit the correlations between words. However, PAMIR and SSI are unidirectional ranking based methods. These methods only capture the correlation between two modalities from one direction of retrieval, and their generalization performance is limited since they do not capture the latent structure of the query modality. Considering this, Wu et al. [15] propose a bi-directional cross-media semantic representation model (Bi-CMSRM), which employs the structural SVM [28] to support the optimization of various ranking evaluation measures under a unified framework. Bi-CMSRM obtains a latent space embedding by learning the structural large margin to optimize the bi-directional listwise ranking loss simultaneously.

Besides, considering that the class labels can help to model the correlations between two modalities, Kang et al. [19] use the valuable class information to learn the consistent feature representation and discover useful information from the unpaired samples. Wang et al. [20] learn the coupled feature spaces (LCFS) for two modalities by optimizing a half quadratic labeling error.

It’s worth mentioning that many deep models [29]–[30] have been proposed to model the correlation between the multimedia data. Specifically, Deep CCA [29] adopts the deep networks to learn flexible nonlinear representations for the multi-modal data. Deep boltzmann machines [31] is proposed to exploit the correlation by learning deep-based shared representation.

In summary, most of the existing methods learn the common subspace by using vector-to-vector framework. They are limited in characterizing the structure information of feature spaces of multimedia data. Compared with deep visual features [32], which characterize the local structure information by increasing the number of layers or revising the pooling layers, MDSSL simply uses the 2nd-order statistical features to effectively exploit discriminant information. Nevertheless, MDSSL can achieve comparable retrieval performances when we utilize the visual features extracted by deep models, e.g., convolutional neural network (CNN) [32]. Furthermore, MDSSL can learn the common subspace for multi-order statistical features. On one hand, the multi-order statistical features can characterize the feature spaces more faithfully such that objects belonging to different classes can be better discriminated. On the other hand, by simultaneously integrating multiple metrics, the complementary information can be exploited to better characterize two modalities for cross-modal retrieval.

III. SAMPLE MODELING WITH MULTIORDER STATISTICS

In this section, we first introduce the representation of the multimedia data, and then present the calculation for obtaining the multi-order statistical features. Finally, we will provide the kernelized operation for the multi-order statistical features.

A. Sample Representation

We are given a training set from two different modalities: image modality $\mathcal{X} = \{x_1, x_2, \ldots, x_n\}$ with class labels $\{l_1^x, l_2^x, \ldots, l_n^x\}$, text modality $\mathcal{Y} = \{y_1, y_2, \ldots, y_n\}$ with class labels $\{l_1^y, l_2^y, \ldots, l_n^y\}$, where $n$ denotes the number of samples. Each pair $\{x_i, y_j\}$ belongs to the same class and expresses the same semantic content.

1) Image Representation: In many previous works, the two-dimensional image matrices are transformed into one-dimensional feature vectors by adopting the BoVW model. The resulting image vectors effectively reflect the concentration of visual words, while the structure information of the feature spaces will be ignored. In fact, the structure information is useful to characterize discriminative content of images such that images from different classes can be effectively discriminated.

Many methods have been proposed to exploit the structure information of image feature space. For example, Li et al. [33] propose the region covariance to characterize the distribution of local regions within an image, by which they achieve superior performance on object tracking.

Different from region covariance in which each pixel inside the image region serves as a sample, MDSSL first divides all images into many local patches with constant size and then...
the local feature descriptors are computed by conducting dense SIFT algorithm [23], [34]. By this way, every image is modeled as a set of local feature descriptors. Specifically, the i-th image \(x_i\) is represented as \(S_{ij}^x, j = 1, \ldots, |k_i^x|\), where \(|k_i^x|\) denotes cardinality of \(S_{ij}^x\). To characterize the structure information of feature space, each image is modeled as a 2nd-order covariance matrix rather than simply calculating their term frequency of visual words.

2) Text Representation: Most existing cross-modal methods represent text documents by adopting BoW model. Since the models is realized based on calculating the term frequency, the semantic relation among words are usually ignored such that many relevant words are taken as the individual terms. For example, both “football” and “soccer” are used to describe the same semantic content though their spellings are completely different. The semantic relation between “football” and “soccer” may be ignored by using the model. Besides, BoW representation ignores the word orders among words of a sentence or an article. It is a common sense that a text document usually consists of a set of ordered words, and the order information among these words is also useful to characterize a text document.

We adopt the word2vec [24] model to effectively exploit the semantic relation and the order information among words. The Word2vec model can efficiently learn the high quality vector representation of words from a large amounts of unstructured text data. For example, the vector of “football” is closer to “soccer” than to any other word vectors in the feature space. In this paper, since each text document is composed of the ordered words, it is represented as a matrix by the ordered word vectors of these words. Specifically, the i-th text \(y_i\) is represented as \(S_{ij}^y, j = 1, \ldots, |k_i^y|\), where \(|k_i^y|\) denotes the word number of \(S_{ij}^y\).

B. Multiorder Statistical Features

After sample representations, for every sample (i.e., image or text), we calculate the 0th-order, 1st-order and 2nd-order statistics as its features. The multi-order statistics have been successfully utilized to characterize the structure of image set [35]. We believe that the multi-order statistical features can also faithfully characterize the feature spaces of different modalities from the different perspectives. In other words, the multi-order statistical features provide the complementary information for each multimedia data such that they can be used as features of each multimedia data. Therefore, we compute the multi-order statistics and take them as the sample’ features. Specially, the multi-order statistics of two modalities are calculated as follows:

1) Zeroth-Order Statistics: For images, we use the local feature descriptors of all images to learn a codebook by adopting k-means algorithm. Then the i-th image is quantized into a high-dimensional histogram feature vector \(h_i^x\) by using the BoVW model. As for texts, we also adopt k-means algorithm to learn a codebook based on the word vectors learned from word2vec model. Similarly, the i-th text is quantized into a high-dimensional histogram feature vector \(h_i^y\). The histogram vectors reflect the distribution of the key words from the codebook and can be seen as the 0th-order statistical features.

2) First-Order Statistics: The mean vector \(m_i^x\) of the i-th image is computed as

\[
m_i^x = \frac{1}{|k_i^x|} \sum_{j=1}^{k_i^x} S_{ij}^x,
\]

Similarly, we also obtain the mean vector \(m_i^y\) for the i-th text. The mean vector roughly reflects the averaged position of the feature vector in the high-dimensional space.

3) Second-Order Statistics: The covariance matrix \(C_i^x\) of the i-th image is computed as

\[
C_i^x = \frac{1}{|k_i^x| - 1} \sum_{j=1}^{k_i^x} (S_{ij}^x - m_i^x)(S_{ij}^x - m_i^x)^T.
\]

Likewise, we also compute the covariance matrix \(C_i^y\) for the i-th text. The diagonal entries of covariance matrix reflect the variance of each individual item of feature vector, and the non-diagonal entries of covariance matrix reflect the correlations of the different items of feature vector. There are two reasons for selecting the covariance matrix as a sample’s feature [36]. First, since covariance matrix doesn’t assume the distribution of local feature descriptors, the sample with any number of local features can obtain a natural representation. Generally speaking, if two samples belong to the same category, their local feature descriptors encode the same semantic information. Then the local feature descriptors of two samples are close to each other in the high-dimensional feature space, so the corresponding entries of their covariance matrices are also close to each other. Therefore, the covariance based representation can effectively discriminate the samples from the different classes by encoding the feature correlation information specific to each class. Second, as the statistics of all the local features within a sample, the covariance matrix can largely filter out the noise-corrupting local feature descriptors by an average filter during the covariance computation.

After computing the 0th-order, 1st-order and 2nd-order statistics, the i-th image is denoted as \((h_i^x, m_i^x, C_i^x)\) and the i-th text denoted as \((h_i^y, m_i^y, C_i^y)\). It is easy to know that \(h_i^x, m_i^x, h_i^y\) and \(m_i^y\) are the points in the Euclidean spaces \(\mathbb{R}^{h_x}, \mathbb{R}^{m_x}, \mathbb{R}^{h_y}\) and \(\mathbb{R}^{m_y}\) respectively, while \(C_i^x\) and \(C_i^y\) in the Riemannian manifolds \(\mathcal{M}_x\) and \(\mathcal{M}_y\), respectively.

C. Kernelized Operation for Multiorder Statistics

The covariance matrices from different modalities lie on different Riemannian manifolds, so it is difficult to measure their similarity directly. Aiming at the problem, we embed the Riemannian manifolds \(\mathcal{M}_x\) and \(\mathcal{M}_y\) into the high dimensional kernel spaces. This embedding not only accounts for the geometry of the Riemannian manifold, but also adheres to the Euclidean geometry [37], [38]. Specially, the space embedding for image modality \(\phi^{(2)}\) and text modality \(\phi^{(2)}\) are respectively calculated as follows:

\[
\phi_{i,j}^{(2)}(x) = \exp \left(-\frac{d_{C_i^x, C_j^y}^2}{2\sigma^2_{y^{(2)}}} \right)
\]

\[
\phi_{i,j}^{(2)}(y) = \exp \left(-\frac{d_{C_i^x, C_j^y}^2}{2\sigma^2_{y^{(2)}}} \right)
\]

(3)
where \( \sigma_{x(t)} \) and \( \sigma_{y(t)} \) are kernel widths specified from the mean of distances \( d_{C_z, C_z} \) and \( d_{C_y, C_y} \) (\( z \) indicates \( x \) or \( y \)) measures the Log-Euclidean Distance (LED) between the covariance matrices [38]

\[
d_{C_z(t), C_y(t)} = \| \log(C_z(t)) - \log(C_y(t)) \|_F. \tag{4}
\]

To keep consistency with the 2nd-order statistical features, we also calculate the kernelized features for the other two order statistical features. After the kernelized operation, each sample is represented as 0th-order, 1st-order, 2nd-order kernelized features. Let \( X_r = [\varphi_1^{(r)}, \varphi_2^{(r)}, \ldots, \varphi_n^{(r)}] \) be the \( r \) th-order kernelized feature set of all training images, and the \( r \) th-order kernelized feature set of all training texts is denoted as \( Y_r = [\phi_1^{(r)}, \phi_2^{(r)}, \ldots, \phi_n^{(r)}] \). \( \varphi_i^{(r)} \) and \( \phi_i^{(r)} \) are the \( r \)th corresponding kernelized features of \( x_i^{(r)} \) and \( y_i^{(r)} \). Concretely, the multi-order kernelized features of the \( i \)-th image is represented as \( \{\varphi_i^{(0)}, \varphi_i^{(1)}, \varphi_i^{(2)}\} \), and \( \{\phi_i^{(0)}, \phi_i^{(1)}, \phi_i^{(2)}\} \) represents the kernelized features of the \( i \)-th text.

IV. DISCRIMINATIVE STRUCTURED SUBSPACE LEARNING

In this section, we first present a novel framework to learn the discriminative structured subspace, which can effectively integrate multiple distance metrics. Then, an iterative method is designed to optimize the proposed framework.

A. The Common Subspace

As is well known, the kernelized features lie on different kernel spaces. It is still difficult to measure the similarity between the heterogeneous data. Therefore, we learn the multiple transformations \( \mathbf{U} = [U_0, U_1, U_2] \) and \( \mathbf{V} = [V_0, V_1, V_2] \), which map the multi-order kernelized spaces into a common subspace. Then the distance between image \( \varphi_i \) and text \( \phi_j \) can be calculated as

\[
d(\varphi_i, \phi_j) = \sum_{r=0}^{2} \alpha_r \| U_r^T \varphi_i^{(r)} - V_r^T \phi_j^{(r)} \|_F \tag{5}
\]

where \( \alpha_0, \alpha_1 \) and \( \alpha_2 \) are the balancing parameters and their sum is set to 1.

In the learned common subspace, the distance between the heterogeneous intra-class samples should be minimized, and the inter-class samples should be maximized simultaneously.\(^1\) Likewise, the homogeneous intra-class and inter-class information should also be ensured, which will segregate the different classes into different regions in the subspace. Thus, the underlying intrinsic geometric structure will be consistent with that in the original space.

B. Objective Function

The objective function \( \mathcal{O} (\mathbf{U}, \mathbf{V}) \) of MDSSL is defined to learn the optimal transformations \( \mathbf{U} \) and \( \mathbf{V} \)

\[
\min_{\mathbf{U}, \mathbf{V}} \{ D(\mathbf{U}, \mathbf{V}) + \lambda_1 G(\mathbf{U}, \mathbf{V}) + \lambda_2 T(\mathbf{U}, \mathbf{V}) \} \tag{6}
\]

where \( D(\mathbf{U}, \mathbf{V}) \) is the distance constraint defined on the sets of similarity and dissimilarity constraints; \( G(\mathbf{U}, \mathbf{V}) \) is the geometry structure constraint; and \( T(\mathbf{U}, \mathbf{V}) \) is the regularizer defined on the target transformations \( \mathbf{U} \) and \( \mathbf{V} \). \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \) are the tradeoff parameters.

1) Distance Constraint: The classic cross-modal methods only focus on learning the transformations from a single order statistical features. For integrating the multi-order statistical features, they can separately learn the local metrics for each order statistical features and then combine the multiple local metrics by manually setting weights for each local metric. However, it is difficult to specify the proportion of each metric by the manual setting. To exploit the interaction of the different metrics and take advantage of the information of the different statistics, in this paper, we effectively integrate the multiple local metrics to exploit more discriminative information for matching the heterogeneous data.

\[
D(\mathbf{U}, \mathbf{V}) = \sum_{r=0}^{2} \alpha_r D(U_r, V_r) \tag{7}
\]

Most existing related methods only take account of the positive pairs as the constraints [10], which effectively enhance the similarities among the samples belonging to the same class. From the viewpoint of retrieval, it is equally important to minimize the variance of the intra-class samples and maximize the separability of the inter-class samples. Thus, we take both the positive and negative pairs as the constraints to minimize the distances of samples within the same class and maximize the distances of samples belonging to the different classes simultaneously. In MDSSL, we adopt the classical sum of the squared distances to define each local metric

\[
D(U_r, V_r) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} Z(i,j) \| U_r^T \varphi_i^{(r)} - V_r^T \phi_j^{(r)} \|_F^2 \tag{8}
\]

\[
Z(i,j) = \begin{cases} 1 & \text{if } t_i^r = t_j^y \\ -1 & \text{if } t_i^r \neq t_j^y \end{cases} \tag{9}
\]

where \( Z(i,j) \) indicates whether the heterogeneous points \( \varphi_i^{(r)} \) and \( \phi_j^{(r)} \) are relevant or irrelevant inferred from their class labels. To balance the effect of the similarity and dissimilarity constraints, we normalize \( Z \) by the number of pairs with the same (different) class labels.

2) Geometry Constraint: To ensure that the neighboring data in the original feature space are still close to each other in the common subspace, we introduce the constraint \( G(\mathbf{U}, \mathbf{V}) \) to preserve the data distribution

\[
G(\mathbf{U}, \mathbf{V}) = \sum_{r=0}^{2} G(U_r, V_r) = \sum_{r=0}^{2} \left( G_x(U_r) + G_y(V_r) \right) \tag{10}
\]

where \( G_x(U_r) \) and \( G_y(V_r) \) are used to preserve the data distributions of images’ and texts’ \( r \)-th order kernelized feature, respectively.

The graph construction method has been widely used to preserve the local structure by constructing the relations for the positive pairs [39]. In this paper, we construct the relations for

\(^1\)In this paper, the intraclass samples means that samples belong to the same semantic class. The interclass samples denotes that samples are assigned with the different class labels.
both the positive and negative pairs. Specially, similar to Linear Discriminant Analysis (LDA), we design $G_x(U_r)$ as
\[
G_x(U_r) = G^w_x(U_r) - G^b_x(U_r)
\]
where $G^w_x(U_r)$ is used to construct the relations for the nearest intra-class samples. It ensures that the close samples within the same class are more close after the transformation. Conversely, $G^b_x(U_r)$ ensures that the close samples belonging to the different classes are separated as far as possible in the common subspace.

In practice, given a query, many retrieved samples usually have the same semantic label or different semantic labels with it. Hence, each query usually has a lot of inter-class samples and intra-class samples. Considering the effectiveness and efficiency, we apply the conventional $k$-nearest neighbor method to compute $G^w_x(U_r)$ and $G^b_x(U_r)$. By this way, we can construct the relations for the nearest intra-neighbors and nearest inter-neighbors. $G^w_x(U_r)$ can be simplified to the following formulation after some algebraic manipulations:
\[
G^w_x(U_r) = \frac{1}{2} \sum_{i=1}^{n} \sum_{p=1}^{k_i} \| U^T_r \varphi_i^{(r)} - U^T_r \varphi_{ip} \|^2 A_{ip}
\]
\[
A_{ip} = \begin{cases} 
\exp \left( -\| \varphi_i^{(r)} - \varphi_{ip}^{(r)} \|^2/\sigma_{wr}^2 \right) & \text{if } \varphi_{ip} \in N^{k_i}_{\text{intra}}(\varphi_i^{(r)}) \\
0 & \text{otherwise}
\end{cases}
\]
where $N^{k_i}_{\text{intra}}(\varphi_i^{(r)})$ denotes the $k_i$-nearest intra-neighbors of $\varphi_i^{(r)}$, $\varphi_{ip}$ represents the $p$-th nearest intra-neighbors of $\varphi_i$, and $A$ is the affinity matrix to characterize the similarity between the nearest intra-class samples. $\sigma_{wr}$ is the kernel widths obtained by calculating the mean of distances of all the nearest intra-neighbors.

Similarly, we can simplify $G^b_x$ as follows:
\[
G^b_x(U_r) = \frac{1}{2} \sum_{i=1}^{n} \sum_{q=1}^{k_q} \| U^T_r \varphi_i^{(r)} - U^T_r \varphi_{iq} \|^2 B_{iq}
\]
\[
B_{iq} = \begin{cases} 
\exp \left( -\| \varphi_i^{(r)} - \varphi_{iq}^{(r)} \|^2/\sigma_{br}^2 \right) & \text{if } \varphi_{iq} \in N^{k_q}_{\text{inter}}(\varphi_i^{(r)}) \\
0 & \text{otherwise}
\end{cases}
\]
where $N^{k_q}_{\text{inter}}(\varphi_i^{(r)})$ denotes the $k_q$-nearest inter-neighbors of $\varphi_i^{(r)}$, $\varphi_{iq}$ denotes the $q$-th nearest inter-neighbors of $\varphi_i^{(r)}$, $B$ is the affinity matrix to characterize the similarity between the nearest inter-class samples. $\sigma_{br}$ is the kernel widths obtained by calculating the mean of distances of all the nearest inter-neighbors.

Similar to $G^w_x(U_r)$ and $G^b_x(U_r)$, we can obtain $G^w_y(V_r)$ and $G^b_y(V_r)$ by replacing $U_r$ with $V_r$, respectively.

3) Transformation Regularization: $T(U, V)$ is defined to control the scale of transformations and reduce overfitting. Its formulation is defined as follows:
\[
T(U, V) = \frac{1}{2} \sum_{r=0}^{2} \left( \| U^T_r X_r \|_F^2 + \| V^T_r Y_r \|_F^2 \right).
\]

\section{Iterative Optimization}
To obtain the optimal solution of (6), we propose an unified framework to minimize the objective function by iterative strategy. We first initialize $U$, $V$ and $\alpha = [\alpha_0, \alpha_1, \alpha_2]$. Then, we alternately update $U$ and $V$ in each iteration. After obtaining $U$ and $V$, we adopt the Lagrangian function to optimize $\alpha$.

1) Initialization: In this paper, we adopt the within-class and between-class analysis to initialize $U$ and $V$. This strategy ensures the discriminative structures of the transformations at first and reduces the number of iterations.

To conduct this analysis, we compute the within-class and between-class distance constraints $D^w(U_r, V_r)$ and $D^b(U_r, V_r)$ by replacing $Z$ with $Z^w$ and $Z^b$ in (9). $Z^w$ and $Z^b$ are computed as
\[
Z^w(i, j) = \begin{cases} 
1 & \text{if } l^*_i = l^*_j \\
-1 & \text{if } l^*_i \neq l^*_j
\end{cases}
\]
\[
Z^b(i, j) = \begin{cases} 
1 & \text{if } l^*_i \neq l^*_j
\end{cases}
\]

For the geometry constraint, we directly use the within-class and between-class templates $G^w_x(U_r)$, $G^b_x(U_r)$, $G^w_y(V_r)$ and $G^b_y(V_r)$ in (10). Then, $U_r$ and $V_r$ can be initialized by minimizing the within-class templates while maximizing the between-class templates
\[
\min_{U_r, V_r} \{ D^w(U_r, V_r) + \lambda_1(G^w_x(U_r) + G^w_y(V_r)) \}
\]
s.t. $D^b(U_r, V_r) + \lambda_1(G^b_x(U_r) + G^b_y(V_r)) = 1$. (19)

The objective function is a standard generalized eigenvalue problem that can be solved by adopting any eigensolver.

2) Update $U$: Differentiating $\mathcal{O}(U, V)$ with respect to $U_r$, we have the following equation:
\[
\frac{\partial \mathcal{O}(U, V)}{\partial U_r} = \alpha_r X_r Q_r X_r^T U_r - \alpha_r X_r Z Y_r^T V_r
\]
\[+ \lambda_1(J^w_{xx} - J^b_{xx}) U_r + \lambda_2 X_r X_r^T U_r
\]
\[(20)\]

where $Q_r$ is a diagonal matrix with $Q_r(i, i) = \sum_{j=1}^{n} Z(i, j)$. $J^w_{xx}$ and $J^b_{xx}$ are two intermediate variables, which are used to define the intra-class and inter-class relations, respectively
\[
J^w_{xx} \triangleq \sum_{i=1}^{n} \sum_{p=1}^{k_i} \left( \varphi_i^{(r)} - \varphi_{ip}^{(r)} \right) \left( \varphi_i^{(r)} - \varphi_{ip}^{(r)} \right)^T A_{ip}
\]
\[J^b_{xx} \triangleq \sum_{i=1}^{n} \sum_{q=1}^{k_q} \left( \varphi_i^{(r)} - \varphi_{iq}^{(r)} \right) \left( \varphi_i^{(r)} - \varphi_{iq}^{(r)} \right)^T B_{iq}.
\]

Then, setting (20) to 0, we can obtain
\[
U_r = \left( X_r Q_r X_r^T + \frac{\lambda_1}{\alpha_r} (J^w_{xx} - J^b_{xx}) + \frac{\lambda_2}{\alpha_r} X_r X_r^T \right)^{-1} X_r Z Y_r^T V_r.
\]

(22)
3) Update $V$: Similarly, differentiating $\mathcal{O}(U, V)$ with respect to $V_r$ and setting it to zero, we obtain
\[
V_r = \left( Y_r Q_y Y_r^T + \frac{\lambda_1}{\alpha_r} (J^w_{yr} - J^b_{yr}) + \frac{\lambda_2}{\alpha_r} Y_r Y_r^T \right)^{-1} Y_r Z X_r^T U_r
\]
where $Q_y$ is a diagonal matrix with $Q_y(j,j) = \sum_{i=1}^n Z(i,j)$, $J^w_{yr}$ and $J^b_{yr}$ are calculated as (21).

4) Update $\alpha$: To automatically exploit the complementary information of different statistical features, we modify $\alpha_r$ as $\alpha_r^\beta$, where $\beta > 1$. Then we reconstruct the objective function by adopting the Lagrangian function such that $\alpha_r$ can be solved automatically in each iteration
\[
\hat{\mathcal{O}}(\alpha, \eta) = \sum_{r=0}^{2} \alpha_r D(U_r, V_r) + \eta \left( \sum_{r=0}^{2} \alpha_r - 1 \right)
+ \lambda_1 G(U, V) + \lambda_2 T(U, V)
\]
where $\eta$ is the Lagrangian multiplier. In order to get the optimal $\alpha_r$, we set the derivative of $\hat{\mathcal{O}}(\alpha, \eta)$ with respect to $\alpha_r$ and $\eta$ to zero. Then we obtain $\alpha_r$ as follows:
\[
\alpha_r = \frac{1/D(U_r, V_r))^{1/(\beta-1)}}{\sum_{r=0}^{2} 1/D(U_r, V_r))^{1/(\beta-1)}}
\]

D. Computational Complexity
Assuming $d_x$ is the dimension of image’s local descriptor, $d_y$ is the dimension of word vector. The asymptotic time complexity of MDSSL is $O(n \times d_x^2 + n \times d_y^2 + N \times n^3)$, $O(n \times d_x^2)$ and $O(n \times d_y^2)$ are the cost for computing the kernelized features of images and texts, respectively. In each iteration, the computational complexity, according to (22) and (23), is $O(n^3)$ for matrix multiplication, inverse and eigenvalue decomposition since the dimension of the kernelized feature is $n$. After $N$ iterations, the total computational complexity is $O(N \times n^3)$. It is also noted that MDSSL suffers high cost of computing kernelized features, while MDSSL would be convergent after several iterations in the stage of optimization.

V. EXPERIMENTAL RESULTS
In this section, we present extensive experiments to demonstrate the effectiveness of the proposed method for text-image retrieval, i.e., image-query-texts, text-query-images and their average. We evaluate and compare different methods on two publicly available datasets: Wiki [5] and NUS-WIDE [40].

A. Datasets
Wiki2 contains 2,866 articles generating from Wikipedia’s featured articles [5]. Each article consists of a pair of image and text description, and it is categorized into 10 semantic classes. We randomly choose 1,500 pairs of the data for training, 500 pairs for validation and 866 pairs for testing.

The NUS-WIDE dataset3 consists of 269,648 paired samples with 81 concepts [40]. Each image with its annotated tags can be treated as an image-text pair. We randomly select 6,664 images that have at least one tag and one concept from the 10 largest concepts, which are regarded as the categories in this paper. Then 2,664 paired samples are used for training, 2,000 for validation and 2,000 for testing.

For the two datasets, we take the same strategy to extract image features. The dense SIFT features are extracted for each image at first. For 0th-order statistics, each image from the Wiki (NUS-WIDE) dataset is quantized into a 1000 (500) dimensional histogram feature vector by adopting BoVW. Since the dimension of the SIFT features is 128, we also obtain a 128-dimensional mean vector and a 128 × 128 covariance matrix for each image.

As for the textual features, we first use the Google corpus to train the word vectors by adopting the word2vec model [24]. Then, each textual document is represented as a set of vectors on the Wiki dataset. The tags associated with each image are represented as a set of vectors on the NUS-WIDE dataset. Finally, the multi-order statistics are computed as the feature representation for texts. Specially, we extract the 0th-order features similar to the BoVW model rather than the BoW model. The dimensions of the multi-order statistical features are determined by empirical analysis. We obtain the histogram feature vectors with 1500-dimension and 1000-dimension on the Wiki and NUS-WIDE dataset, respectively. Specifically, we train the 100-dimensional word vectors on the Google corpus. Then each text also obtains a 100-dimensional mean vector and a 100 × 100 covariance matrix.

B. Experimental Settings
MDSSL is compared with CCA [1], SCM [5], ml-CCA [8], LGFL [19], LCFS [20], Bi-CMSRM [15], GMLDA, GMMFA [10], 3-view CCA [11], cluster-CCA [12] and BITR [18].

CCA learns a common subspace where the correlation between two modalities are maximized. Comparing with CCA can validate MDSSL’s ability on learning the useful latent space. SCM, ml-CCA, GMLDA, GMMFA, 3-view CCA and cluster-CCA are CCA-based methods. SCM adopts logistic regression in the CCA projected coefficient space and obtains the posterior probabilities assigned to all semantic classes. SCM and MDSSL use kernel function to obtain new feature representation, so comparing with SCM can validate the effectiveness of the proposed metric framework. As the supervised extensions of CCA, the other CCA-based methods exploit the label information for learning discriminant latent space. We select these methods to validate the ability on utilizing the label information. LGFL and LCFS use the label space as a linkage to learn a coupled of mappings by optimizing the labeling ap-


Both directions of retrieval tasks are reported. The results shown in boldface are the best results.

Additionally, since MDSSL uses the multi-order statistical features to represent each sample, we also report the performance of MDSSL(0), MDSSL(1), and MDSSL(2). They only use one order statistical features for cross-modal retrieval. For example, MDSSL(0) denotes that only the 0th-order statistics are used to match images and texts.

For the evaluation, we use mean average precision (MAP) as the performance measures. MAP@R measures MAP scores at 15, 30, and 50.
fixed number of retrieved samples, and we set $R$ to 50 for the top 50 retrieved samples and $R$ to all for all the retrieved samples. Besides, to give a pictorial demonstration of the performance, we also display the precision-recall curve [5] and precision-scope curve [41] for all the methods. The scope is specified by the number of the top-ranked samples when the retrieved samples are ranked according to the similarities between them and the query.

For all methods, we use the optimal parameters settings tuned by a parameter validation process except for the specified values. For CCA, SCM, GMLDA and GMMFA, principal component analysis (PCA) is performed on the original features to remove the redundant features, where 95% feature energy is preserved. The proposed method uses the following parameter settings: $\lambda_1 = 0.01$, $\lambda_2 = 0.1$, $\beta = 2$, $k_1 = 40$, $k_2 = 300$. On both datasets, we repeat the experiments 10 times by randomly selecting training/validation/testing combinations, and show the average MAP of the different methods. Besides, for fairness, all the compared methods adopt the 0th-order kernelized features in our experiments.

C. Results on Wiki Dataset

Table I shows the MAP scores of different methods on Wiki dataset by varying the number of retrieved samples $R$. From the table, we can draw the following conclusions:

First, in two retrieval tasks, the MAP scores of MDSSL(0) are higher than those of other comparative methods except for MDSSL(2) and MDSSL. For example, MDSSL(0) achieves 0.2306 and 0.3062 for text query and image query, while LGCFL achieves 0.2099 and 0.2768, respectively. Since all methods use the same 0th-order kernelized features, we attribute the improvement of MDSSL(0) to the metric framework. In MDSSL, the metric framework takes both the positive and negative pairs to constrain the distance and space structure, while LGCFL optimizes the labeling error loss but ignores the data distribution. This experiment demonstrates that our metric framework can effectively measure the similarity between the different modalities.

Second, the performance of MDSSL(2) outperforms that of MDSSL(0). Specially, the MAP scores of MDSSL(2) are 0.2556 and 0.3281 for text query and image query, respectively. Considering that the difference between MDSSL(0) and MDSSL(2) is that images and texts are represented by the different order statistical features, the results manifest that the structure in-

<table>
<thead>
<tr>
<th>Methods</th>
<th>Text query</th>
<th>Image query</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA</td>
<td>0.1626</td>
<td>0.1811</td>
<td>0.1718</td>
</tr>
<tr>
<td>SCM</td>
<td>0.1962</td>
<td>0.2025</td>
<td>0.1993</td>
</tr>
<tr>
<td>LCFS</td>
<td>0.1793</td>
<td>0.2264</td>
<td>0.2028</td>
</tr>
<tr>
<td>BTR</td>
<td>0.1701</td>
<td>0.2117</td>
<td>0.1909</td>
</tr>
<tr>
<td>LGCFL</td>
<td>0.2011</td>
<td>0.2421</td>
<td>0.2216</td>
</tr>
<tr>
<td>ml-CCA</td>
<td>0.1906</td>
<td>0.2611</td>
<td>0.2259</td>
</tr>
<tr>
<td>GMLDA</td>
<td>0.1874</td>
<td>0.2195</td>
<td>0.2025</td>
</tr>
<tr>
<td>GMMFA</td>
<td>0.1843</td>
<td>0.2231</td>
<td>0.2037</td>
</tr>
<tr>
<td>Bi-CMSRM</td>
<td>0.1879</td>
<td>0.2142</td>
<td>0.2011</td>
</tr>
<tr>
<td>cluster-CCA</td>
<td>0.1849</td>
<td>0.2401</td>
<td>0.2125</td>
</tr>
<tr>
<td>3-view CCA</td>
<td>0.1892</td>
<td>0.2431</td>
<td>0.2162</td>
</tr>
<tr>
<td>MDSSL(0)</td>
<td>0.2039</td>
<td>0.2657</td>
<td>0.2348</td>
</tr>
<tr>
<td>MDSSL(2)</td>
<td>0.2076</td>
<td>0.2738</td>
<td>0.2426</td>
</tr>
</tbody>
</table>
formation encoded in two-dimensional covariance matrices is beneficial for matching the heterogeneous data.

Finally, by integrating MDSSL(0), MDSSL(1) and MDSSL(2), the performance of MDSSL can be further improved. For MDSSL, the MAP scores of text query and image query are 0.2851 and 0.3517. The results show that fusing the multi-order statistical features can enrich the semantic information, and integrating the multi-order metrics can further exploit the complementary information among the multi-order features such that the correlations between the different modalities are enhanced.

The precision-recall and scope-precision curves on both directional retrieval are shown in Fig. 2. The curves further validate the superiority of MDSSL for cross-modal retrieval.

D. Results on NUS-WIDE Dataset

The MAP scores of all the methods are shown in Table II, and the precision-recall and precision-scope curves are reported in Fig. 3. These results show that MDSSL still outperforms all the compared methods, and the above analysis on the Wiki dataset is reasonable.

The improvement of MDSSL on the NUS dataset is as significant as that on the Wiki dataset. For example, compared with the second best result from LGCFL, MDSSL has increased to 62.96% and 39.82% in the text query and image query, respectively, while the increases are about 35.83% and 27.06% on the Wiki dataset.

We also observe that the performance of MDSSL(2) greatly outperforms MDSSL(0) and MDSSL(1), which is different from the Wiki dataset. The distinct difference between Wiki and NUS is the textual modality, which are article and tags respectively. This phenomenon is possibly due to that the article contains some irrelevant words. Therefore, the improvement of MDSSL is smaller than MDSSL(2) since the three metrics are unbalanced.

The precision-recall and scope-precision curves on both directional retrieval are shown in Fig. 3. Similar to the Wiki dataset, MDSSL has the best overall performance. In Fig. 3, many methods like LGCFL, LCFS and MDSSL achieve lower precision at low levels of recall in the task of image query. LCFS and LGCFL learn the coupled mappings by optimizing the labeling approximation error between the given data and labels. It is well known that the class labels apply more directly to texts than images, so the image query is more likely to mismatch. The distance constraint of MDSSL effectively distinguishes the inter-class samples and intra-class samples and do not optimize the ranked list. This may lead to the fact that a lot of relevant samples are pushed in the front of the ranked list but not the top of ranked list.

E. Results on Transformations

In this part, we show the data distribution after the low-dimensional transformation. To demonstrate this, we construct a toy dataset using the ‘biology’ and ‘music’ classes of the Wiki dataset. For both modalities, we show the 1st and 2nd most correlated components of the different methods in a two-dimensional coordinate plane. Fig. 4 shows the six best results based on the intuitive judgement. The red color represents the data distribution of the ‘biology’ class, and magenta color represents the ‘music’ class. From this figure, we can see that MDSSL
TABLE V

<table>
<thead>
<tr>
<th>Tasks</th>
<th>(\lambda_1=0)</th>
<th>(\lambda_2=0)</th>
<th>(\lambda_1=0.01)</th>
<th>(\lambda_2=0)</th>
<th>(\lambda_1=0)</th>
<th>(\lambda_2=0.1)</th>
<th>(\lambda_1=0.01)</th>
<th>(\lambda_2=0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Text query</td>
<td>Image query</td>
<td>Text query</td>
<td>Image query</td>
<td>Text query</td>
<td>Image query</td>
<td>Text query</td>
<td>Image query</td>
</tr>
<tr>
<td>MDSSL((0))</td>
<td>0.1235</td>
<td>0.1371</td>
<td>0.1342</td>
<td>0.1417</td>
<td>0.2005</td>
<td>0.2781</td>
<td>0.2306</td>
<td>0.3062</td>
</tr>
<tr>
<td>MDSSL((1))</td>
<td>0.1210</td>
<td>0.1366</td>
<td>0.1237</td>
<td>0.1354</td>
<td>0.1711</td>
<td>0.2403</td>
<td>0.1897</td>
<td>0.2759</td>
</tr>
<tr>
<td>MDSSL((2))</td>
<td>0.1217</td>
<td>0.1354</td>
<td>0.1463</td>
<td>0.1571</td>
<td>0.2197</td>
<td>0.3005</td>
<td>0.2556</td>
<td>0.3281</td>
</tr>
<tr>
<td>MDSSL</td>
<td>0.1227</td>
<td>0.1401</td>
<td>0.1571</td>
<td>0.1804</td>
<td>0.2461</td>
<td>0.3273</td>
<td>0.2851</td>
<td>0.3517</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>Tasks</th>
<th>SCM</th>
<th>GMLDA</th>
<th>GMMFA</th>
<th>LCFS</th>
<th>Bi-CMSRM</th>
<th>LGCFI</th>
<th>ml-CCA</th>
<th>cluster-CCA</th>
<th>3-view CCA</th>
<th>MDSSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1.35</td>
<td>16.38</td>
<td>16.39</td>
<td>16.71</td>
<td>2326.58</td>
<td>10.43</td>
<td>608.93</td>
<td>397.13</td>
<td>259.24</td>
<td>71.05</td>
</tr>
<tr>
<td>Test</td>
<td>10.83</td>
<td>10.61</td>
<td>10.48</td>
<td>10.44</td>
<td>14.26</td>
<td>11.01</td>
<td>10.71</td>
<td>10.95</td>
<td>10.69</td>
<td>10.46</td>
</tr>
</tbody>
</table>

Fig. 8. MAP scores of MDSSL with different \(k_1\) and \(k_2\) on the Wiki dataset. (a) Text query. (b) Image query.

Fig. 9. Value of objective function by varying iterations on Wiki Dataset.
LCFS and LGCFL are 0.2433 and 0.2766, which are about 5.7% and 13.6% higher than the results in Table I. Besides, by comparing with the results of MDSSL\( (0) \) in different features, we know that the covariance based representation can achieve the comparable performance with deep features. The reason is possibly due to the similarities between the CNN features and the covariance based features. For example, CNN adopts the local receptive fields to explore the semantic information of local patches in the convolutional layer, while the covariance based features use the SIFT local feature descriptors to exploit the high-order semantic information.

Finally, since the dimension of word vectors is adjustable in word2vec model, we do an experiment to validate its impact on the retrieval performance. From Fig. 5, we conclude that the performance is stable when the dimension of word vectors varies from 100 to 500. In this paper, we set the dimension to 100 for high efficiency.

G. Parameter Sensitivity Analysis

We conduct sensitivity analysis on parameters to test their impact on the performance of cross-modal retrieval. All sensitivity experiments are performed on the validation set of Wiki dataset and then the values are fixed throughout the experiments on both datasets.

In Fig. 6, we show the average MAP scores of MDSSL, MDSSL\( (0) \), MDSSL\( (1) \) and MDSSL\( (2) \) when the dimensionality of the common subspace varies from 5 to 200. From this figure, we observe that all curves have the same trend. When the dimension is increased from 0 to 10, the performance is improved in each curve. Then the performance becomes stable when the dimensions are larger than 10. These phenomena are possibly due to the redundancy caused by high-dimensional features since the intrinsic dimension of a semantic space is usually much lower than that of original feature space.

In Fig. 7, we show the performance trend of text query and image query by varying \( \lambda_1 \) and \( \lambda_2 \). We observe that the MAP scores are in upward trend with the increase of \( \lambda_2 \), and downward trend with the increase of \( \lambda_1 \). MDSSL\( (2) \) obtains best results when \( \lambda_1 \) falls into the range of [0.005, 0.02] and \( \lambda_2 \) falls into the range of [0.005, 0.1]. Besides, results listed in Table V also indicate that integrating the distance, geometry and transformation constraints performs much better than that without the constraints, proving that the proposed metric learning framework can learn discriminative transformations. Furthermore, we also observe that MDSSL\( (2) \) outperforms MDSSL\( (1) \) and MDSSL\( (0) \) in all cases, so the proportion of MDSSL\( (2) \) should be larger than MDSSL\( (1) \) and MDSSL\( (0) \) in the objective function. In \( \lambda_1 = 0.01 \) and \( \lambda_2 = 0.1 \), the value of \( \alpha_1 \), \( \alpha_1 \) and \( \alpha_2 \) are 0.2725, 0.1656 and 0.5619, respectively. These results validate that our analysis is reasonable.

Similarly, we show the performance by varying \( k_1 \) and \( k_2 \) in Fig. 8. It is obvious to know that their values have less impact...
on the performance from the figure. MDSSL can achieve the best performance with larger $k_1$ and $k_2$, i.e., $k_1 \in [30, 50]$ and $k_2 \in [300, 500]$.

H. Convergence and Computational Time

In this part, we compare the computational complexity of different methods on the Wiki dataset. In the experiment, all the 1500 paired training samples and 866 paired testing samples are used for evaluating the computational time. Our hardware configuration comprises a 3.6-GHz CPU and a 16GB RAM. Table VI shows the time spent on the training and testing by all methods with the Matlab R2013a software.

We can see that the training time of our approach (optimization time) is larger than the other compared methods’ except for Bi-CMSRM. That is because MDSSL computes multi-order statistic features of images and texts to learn the common subspace, which requires more algebraic operation than other methods and hence leads to a higher computational complexity. The time for computing kernelized feature is 593.31 seconds. As for the test time, the proposed method needs about 10.46 seconds for processing 866 paired testing samples, which is just slower than LCFS. This is possibly due to the fact that LCFS uses trace norm constraint leading to sparse transformations. Note that the training is done offline and only once. Thus the training time cost is not as important as that of the testing time.

As for the convergence rate, we show the convergence curve of MDSSL in Fig. 9. We report the value of objective function versus different number of iterations on the Wiki dataset. We can see that MDSSL can achieve the stable performance after about 10 iterations, which is very fast in practice.

Finally, we show some visual examples of MDSSL’s retrieved results on two retrieval directions in Fig. 10. Based on intuitive judgement, we can get the observation that MDSSL finds the most similar matchings at a semantic level, i.e., the correlation defined by class labels.

VI. CONCLUSION

In this paper, a novel method for cross-modal matching problem is proposed and applied to image and text cross-modal retrieval. To enrich the semantic information, the multi-modal data is represented by the multi-order statistical features. Further, the complementary information of multi-order statistics are exploited by integrating multiple metrics among the multi-spaces. Although we restrict the discussion on images and text, the proposed framework is applicable to match the other multimedia. Experiments on two datasets (Wiki and NUS-WIDE) have shown that the proposed method achieves the best performance compared with existing cross-modal methods. In the future, we will investigate on constructing deep structure to better capture the intrinsic semantic relation among heterogeneous data. We will also improve the metric learning framework to better applying in cross-modal retrieval.
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