Abstract—Connecting wireless sensor networks (WSNs) to remote servers or clouds through the Internet of Things inspires the formation of a highly complex system. This has significant potential to encourage WSN softwarization. Such a network enables interaction between the physical and virtual sensor network, allowing for flexibility within the physical system to adapt with the dynamics of the service requirements. An architecture of a test environment with adaptive quality of service (AQoS) has been presented. The concept provides an avenue for a flexible system that is capable of reacting to dynamic changes of process demands. Physical network performance can be predicted by analyzing the historical data in the background on a network simulator or virtual network. This in turn allows for estimation of the necessary adjustments needed to improve the network performance without disturbing the physical system. This paper reports the experimentation and applicability of user-driven AQoS models on the system. Early stages of testing the organization, taking into account the system behavior and subsequent reaction to necessary adjustment of the WSN operational configuration, has shown encouraging results.
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I. INTRODUCTION

The integration of the wireless sensor network (WSN) to the cloud and through the Internet has become one of the prime technologies that bring the Internet of Things (IoT) to reality. Recently, the emerging applications of IoT have brought forward various research efforts within academia and the industry. One of the main challenges in integrating WSNs to the Internet is to ensure reliable traffic flows between both networks, to offer an end-to-end quality of service (QoS).

In many WSN applications, the occurrence of an important event can suddenly generate a burst of data traffic. This is demonstrated in various WSN applications such as intruder detection systems [1] and fire hazards monitoring applications [2]. Typically, the network should make more effort in delivering higher priority packets. This highlights a need for having an adaptive WSN network performance matrix that could follow the demand of the physical process.

For instance, a service differentiation scheme may be featured with adaptive capabilities, as it reacts to process dynamics. It is also important to gain real-time and continuous assessment to the current QoS conditions to ensure the required application-specific QoS is always met. With knowledge of the QoS performance such as queuing delay and traffic drop, informed adaptations can consequently be made to the network. This can be done potentially through reconfigurations of node attributes such as buffer size, service rates (SRs), and bandwidth allocations.

Physical WSN-IoT testbeds [3] offer great benefits to researchers in evaluating WSN design as they gather real-life data from physical settings. However, while testing new algorithms and protocols, the process of experimenting with different scenarios and performing comparisons amongst these scenarios can be quite challenging. In this case, simulators offer capabilities and features that make them favorable for design and tests of new protocols. It is envisaged that better analysis of WSN applications can be facilitated by exploiting the advantages of both virtualization and real-life testbeds. Therefore, we propose an IoT-based WSN test environment which offers interactions between the behavior of the physical environment as it interacts with the phenomenon and the necessary analysis in a virtual remote environment.

An overview of a test environment architecture is presented in [4]. The primary idea is to allow for reconfiguration of the physical sensor nodes in a flexible way, to adapt to the network’s QoS condition. The reconfiguration is based on the QoS evaluation by the software which resides in the server, which analyzes the recent historical data. The architecture allows user-driven QoS-related experimentation, and work on a case-by-case basis. As part of our continued investigation, we are looking at the applicability of the models by testing with application-specific WSN QoS parameters. Therefore, in this paper the implementation of a proposed adaptive QoS (AQoS) model which serves as a use case on the test environment is presented.

In Section II that follows, a literature review on adaptive QoS and service differentiation is presented. Next, Section III presents an overview of the AQoS operational architecture of the proposed test environment. This is followed by a discussion on the implementation of the system in Section IV. The experiment cases and results are presented in Section V. Finally, Section VI concludes this paper and highlights on-going and future work.
II. RELATED WORK

This section begins with a literature review on WSN QoS and the pertaining dynamic aspects which affect WSN QoS. A review of sensor network virtualization is presented next. Finally, the impact of interaction of the WSN with the dynamics of the phenomenon that it monitors is discussed.

In general, traffic priority is categorized by two main domains: 1) timeliness and 2) reliability [5]. Packets with time constraint can only tolerate minimal delay, or may be strictly end-to-end delay bound. On the other hand, packets which need to be sent in a reliable manner can only tolerate a small percentage of loss, or even zero loss.

In a service differentiation [6], [7] approach, adaptive QoS may be used to maintain QoS relative to the dynamics of the sensor network. A related work on an adaptive service differentiation is demonstrated in [8], by adopting congestion control [9] and rate adjustment solutions. The work shows that, using a weighted priority-based rate control scheme, congestion can be controlled by adjusting transmission rates relative to various data types. Node-level congestion (as opposed to link-level congestion) is caused by buffer overflow in the node which will lead to packet loss or an increase in queuing delay. Consequently, packet loss will degrade the application’s reliability, reduce link utilization, and waste limited node energy. Basically, buffer overflow may happen as the packet arrival rate (AR) exceeds the packet SR. The overflow is more likely to occur at the sensor nodes close to the sink, or at the sink itself, which carry the collective upstream traffic. Note that in an IoT-WSN application, the sink may also take the role of an IoT access point.

An adaptive system for service differentiation through a fuzzy logic controller has been proposed [10]. It employs a fuzzy logical controller for a traffic load parameter with a priority-based rate in the network. The work shows that an adaptive QoS system can prolong the system lifetime as adjustments to the network can be performed to enhance system performance.

The implementation of virtual sensor networks (VSNs) as a software replicated image of the corresponding physical sensor network (PSN) is demonstrated by Barbuto et al. [11]. The VSN contains all the metadata of the PSN. Data processing takes place within the virtualized network to cater for the different requirements of the users/clients. This covers for the need for any data storage, processing, or computation on PSN hardware. Large scale IoT testbed implementation of SmartSantander [12] reaps the benefits of virtualization hosted within a cloud infrastructure and provides experimentation and testing facilities to end users. Therefore, an extended function of specialized network modeling tools, such as Riverbed Modeler, within the cloud may facilitate an environment for hosting the QoS controller models on the virtualized network.

It serves as a testing environment, i.e., to observe the impact of modifying virtual sensor node parameters such as data rate, SR, buffer size, and other functionalities of network protocol on network performance, prior to implementation on PSN hardware.

The virtualization level within the Lysis platform [13] comprises of abstractions of the functionalities of the real world objects/devices such as smartphones, as well as their social capability. The virtualization layer present within the iCore [14] architecture consists of virtual objects and facilitates for exposure of a virtual interface from the real object (either sensor or actuator). The first approach considerably reduces latency, whereas the second approach results in decoupling of the real objects, thus allowing for reuse of the virtual interface hardware implementation undergoing alteration.

A continuous QoS monitoring calls for a more involved IoT-based sensor network infrastructure that enables the virtualization of the real physical world. With a test environment infrastructure, the AQoS algorithm may be extended to allow informed adjustments on the IoT access point, which is highly desirable to ensure seamless interconnection with the Internet and to provide better balance to the AQoS strategies. With a software-based network modeling that provides virtualization of the real physical world, important performance parameters related to the application QoS requirements can be considered without having to make major changes to the physical setting.

Example test results of an AQoS concept that has been conducted as part of this paper are illustrated by Fig. 1. To demonstrate the continuous monitoring of the QoS condition, an AQoS concept is implemented to react to the data flow dynamics close to WSN applications in a physical world. Fig. 1 shows the performance of three source variables with different priority levels and different QoS requirements.

In this example, RT1, RT2, and DT represent real-time traffic (RT) with high priority, RT with low priority, and delay-tolerant traffic (DT), respectively. The figure depicts the traffic performance during three QoS monitoring cycles. In each cycle, the performance indicator is given by average traffic drop of DT traffic and RT traffic in the second and third cycle. In summary, the test shows that continuous

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Weightage</th>
<th>Buffer size (packet)</th>
<th>Data rate (kbps)</th>
<th>Initial rate</th>
<th>Adjusted rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT1</td>
<td>0.5</td>
<td>20</td>
<td>32</td>
<td>16.8</td>
<td></td>
</tr>
<tr>
<td>RT2</td>
<td>0.3</td>
<td>20</td>
<td>32</td>
<td>19.2, 12.8</td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>0.2</td>
<td>30</td>
<td>32</td>
<td>16, 12.8</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Example of AQoS outcome within three adaptive cycles.
network improvement and traffic reliability can be achieved through the adaptive approach. The test highlights the impact of the interaction of the WSN with the dynamics of the phenomenon being monitored. Moreover, network virtualization and pretesting features in an IoT-based sensor network can be further exploited with the feature of the software-based [10] QoS controller.

III. AQoS OPERATIONAL ARCHITECTURE

An environment for enabling the software adaptation of the IoT-based-WSN is introduced in this section. The environment provides continuous monitoring of a WSN-IoT network performance through assessment of the QoS and makes necessary adjustments to the physical network’s configuration. The approach involves modular organization that allows implementation and analysis of QoS for WSN based on historical sensor data captured from the physical network. Results of the analysis may recommend reconfiguration of the PSN parameters that allow maintaining the required QoS.

Fig. 2 depicts the proposed architecture [4], which is established with the PSN, IoT interface, and remote server or cloud support. The PSN may be organized in multiple physical sensor cloud (PSC) formations. Each PSC has an IoT coordinator which serves as the access point between the PSC and the Internet. The remote server or the cloud host the data storage and necessary environment for intelligence, network virtualization, and other processing that support decision making for managing the PSN operation.

Sensor data received by the IoT coordinator is pushed to the cloud server, which accommodates the database for storing related historical data, network simulation tools for modeling the VSN, and a mathematical modeling tool for hosting QoS evaluation models. Furthermore, a QoS controller program, which runs the QoS algorithm is part of the QoS provisioning function. It facilitates analytical activities and suggests adjustments to be made on the sensor nodes’ operational parameters to maintain the network’s QoS condition. The adjustment is done by means of remote configurations of the physical leaf nodes.

WSN-IoT service models are categorized based on three factors: 1) interactivity; 2) delay; and 3) criticality of the WSN applications [15], [16]. The delay factors are categorized by the nature of the application traffic, namely non real-time, soft real-time (SRT), and hard real-time (HRT). Our use case of adaptive QoS in this paper is part of the many applications that utilizes the complete service model, which involves continuous data flow of SRT or HRT traffic and is mission-critical.

Fig. 2 also illustrates a queuing model for regulating the buffer for data packets whilst in queue to get transmitted at the IoT coordinator. Upon arrival at the IoT coordinator the data will be allocated to different buffer queues based on the service differentiation which runs within the IoT coordinator. As shown by the figure, different traffic types are buffered in separate queues in the IoT coordinator.

An example of an AQoS algorithm is shown in Table I. The objective of the QoS model is to avoid congestion in the network by determining the traffic’s data rate which is appropriate to the network condition. For instance, congestion detection in WSN has been proposed using indicators such as buffer occupancy, queue length [17], [18], service time of packets [19], as well as the ratio of service time to interarrival time of the packets between the intermediary devices [20]. Without losing generality, the algorithm given in Table I supports two types of traffic classes: 1) RT and 2) DT. In the initialization phase, the algorithm identifies the data rate of the traffic sources and their QoS requirements, namely the RT packet’s tolerable delay and the DT packet’s tolerable packet loss. The algorithm also estimates the required buffer size [21] of different traffic types based on this information. The required buffer size is estimated to ensure that the reliability-constraint DT packets can take up more space in the IoT coordinator’s buffer. Therefore, in the QoS model, more bandwidth is allocated to RT traffic to meet low delay. In addition, more buffer storage is allocated to DT traffic to avoid buffer overflow which may result in higher traffic drop.
The rate adjustment unit calculates the new data rate of the traffic source, using the results of the congestion index [20] and the predefined source traffic priority [8]. Then, the adjustment parameters, i.e., data rate and buffer size, are passed to the WSN configuration services, to perform the physical nodes reconfiguration. This approach will ensure that the QoS requirements for different traffic classes are met while maintaining steady queues in the IoT coordinator buffer. Another aim is to ensure that allocated buffer resources are utilized efficiently.

The VSN residing within the virtualization environment offered by the network simulator is an exact replication of the nodes within the PSN and mimics the network dataflow occurring within the actual physical network. Such cloud level virtualization offers an environment for testing the performance of the network when subjected to different QoS parameters generated by the QoS algorithms residing within the QoS provisioning function, in an iterative fashion.

In addition to this, the past real-life PSN data accumulated within the remote server can be reused on the VSN for simulation purposes to increase the level of accuracy of the obtained simulation results. This in turn aids the process of identifying and converging upon the required QoS parameters in an adaptive manner via closing the loop between PSN and VSN.

In the proposed AQoS concept [22], PSN data within the database acts as the input for the QoS model residing within the network and QoS model simulators. SQL queries are performed by the simulation tool to feed the PSN historical data to the application layer belonging to the simulation model. In addition, the associated time stamps of the historical data can be used by the simulator to compute the service time or other performance measures. Then, the network performance derived from the network simulator is passed to the analytical tool for QoS analysis.

Riverbed Modeler is a network modeler that strives for closer representation of real network devices. The control mechanism and decisions to support AQoS are computed using MATLAB functions. The mathematical analysis tool also supports high level analysis, which makes future network complexity more manageable. MATLAB offers many mathematical functions that ease the computation. MATLAB MX allows use of MATLAB functions in C programs [23]. This in turn makes more efficient executable functions at either the Cloud or the network edge.

The co-simulation approach may also ensure QoS for the virtualized environments, especially when the PSN application workload increases [24]. Hence this structure has great potential for analysis and solving complexity while it acts as part of the WSN system operational management.

The performance of the network is monitored continuously, and the QoS condition is determined using the QoS provisioning algorithm. After an adjustment decision has been made, the adjustment parameters (e.g., data rate and buffer size given in Table I) are written in a C header file. This header file will be used by the operating system to reconfigure the PSN. Note that the parameters are not limited to the examples given. Other parameters related to other potential WSN applications may be selected. Thus, such a closed loop conceptual framework aids the architecture in imposing the necessary dynamic changes on the PSN adaptively.

IV. SYSTEM IMPLEMENTATION

This section presents the system implementation of the proposed architecture. The hardware and software tools that have been selected to implement the system are presented.

A. PSN

In the PSN setup, CC2538 controllers are deployed on a functional basis and at different locations within the Sensor Network and Smart Environment Research Centre (SeNSe) Laboratory, as shown by Fig. 3. There is a total of 16 nodes within this network, 15 of which act as end devices and one node acts as an IoT coordinator. The end devices offer light, temperature, and received signal strength indicator (RSSI) sensing. The sensed values are forwarded to the upper tier of the server database over the Internet.

In the proposed architectural organization, each of the three sensor data captured by the end devices represents different

---

**TABLE I**

**AQoS Algorithm Example**

<table>
<thead>
<tr>
<th>Define QoS requirement:</th>
<th>RT packet delay bound, DT packet loss tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization:</td>
<td>Identify data rate $RT_{datarate}$, $DT_{datarate}$, Set required buffer size $RT_{buffer}$, $DT_{buffer}$</td>
</tr>
<tr>
<td>While TRUE {</td>
<td></td>
</tr>
<tr>
<td>Data transmission:</td>
<td>Transmit data array to IoT coordinator</td>
</tr>
<tr>
<td>Queue Algorithm...</td>
<td>Arrival and departure of packets in IoT coordinator buffer using weighted priority queuing scheduling policy</td>
</tr>
<tr>
<td>QoS Condition Monitoring and Adjustment (Every T interval)</td>
<td></td>
</tr>
<tr>
<td>- Congestion Control Unit</td>
<td>Calculate congestion index</td>
</tr>
<tr>
<td></td>
<td>$congestion_index = service_rate/arrival_rate$</td>
</tr>
<tr>
<td>- Rate Adjustment Unit:</td>
<td>Adjust new RT data rate based on congestion index</td>
</tr>
</tbody>
</table>
|                          | if $congestion\_index < 1$  
|                          |  
|                          | $RT_{datarate} = new\_RT_{datarate}(priority\_value)$ |
|                          | else if $congestion\_index < 1$  
|                          |  
|                          | $RT_{datarate} = new\_RT_{datarate}(priority\_value)$ |
|                          | else if $congestion\_index < 1$  
|                          |  
|                          | $RT_{datarate} = new\_RT_{datarate}(priority\_value)$ |
|                          | else |
|                          | Adjust new DT data rate based on congestion index |
|                          | if $congestion\_index < 1$  
|                          |  
|                          | $DT_{datarate} = new\_DT_{datarate}(priority\_value)$ |
|                          | else if $congestion\_index < 1$  
|                          |  
|                          | $DT_{datarate} = new\_DT_{datarate}(priority\_value)$ |
|                          | else |
| - Buffer Adjustment Unit: | Adjust buffer size based on new data rate |
|                          | $RT_{buffer} \leftarrow min\_size(\text{size}_{RT})$ |
|                          | $DT_{buffer} \leftarrow min\_size(\text{size}_{DT})$ |
| OUTPUT:                 | Write new value in a header file (to be read by OS for reconfiguration) |
|                          | $RT_{datarate}$, $DT_{datarate}$ |
|                          | $RT_{buffer}$, $DT_{buffer}$ |
| }
traffic types with different priorities by means of packet remarking. PSN data is transmitted to the IoT coordinator, which in turn relays the data to the cloud server over the Internet wherein the Data Management Services Unit stores and organizes the incoming data in its database.

The nodes’ MAC protocol is implemented with polling based on time division multiple access. The end devices transmit their data to the IoT coordinator only when polled. In the current setup, the server database is automatically updated with new incoming data every 90 s. Pseudo codes for both the IoT coordinator as well as the end devices are shown in Table II.

Grouping of nodes on a functional basis renders a clear demarcation between the different sets of groups of nodes. This results in separate and easily distinguishable data plots on the webpage. During the course of our physical experimentation (through data logging), grouping of the nodes in separate geographical locations emerged as a viable option.

B. Server Implementation

The server has been implemented to accommodate the major functions as discussed in Section III. It consists of an application server, a database server, and a Web server. Fig. 4 shows the interworking of the three servers.

The application server is installed with Contiki OS, mainly to carry out the physical and virtual node configuration. Contiki OS compiles the scheduler to perform network operations to the target node. Riverbed Modeler also resides within the application server for QoS modeling and provisioning purposes. Network simulators such as the Riverbed Modeler allow replication of a PSN to form a VSN which serves as abstraction levels for testing applications or protocols prior to execution on real hardware devices. Riverbed Modeler also allows support for simulation of entire networks and access to model parameters, hence having a significant effect on the simulation accuracy.

MATLAB is also installed in the Application Server, to run the QoS Provisioning module. Therefore, the co-simulation between Riverbed Modeler and MATLAB to support the QoS Provisioning takes place in the Application Server. While users may benefit from Riverbed Modeler as a tool that strives for closer representation to network devices, the control mechanism, and decisions to support AQoS is happening in MATLAB. MATLAB also supports high level analysis, which makes future network complexity more manageable. The co-simulation approach ensures QoS for the virtualized environments, especially when the PSN application workload increases [24]. Hence this structure offers the environment for analysis and solving complex computational requirements.
The application server also contains a Contiki-based Cooja simulator. This is a useful tool for the development of Contiki-based sensor network implementations. It serves as a testing environment for code testing [25] and observes the impact of modifying network parameters such as data rate and network protocol on network performance and power consumption prior to implementation on PSN hardware.

The Web server is the point of entry for the sensor data. It receives data from the IoT coordinator using a REST API. The REST API establishes communication with the users and exchanges information between the application server and the database. The user selects the nodes using GET and POST. The server uses PHP for scripting. The client side uses Python for collecting sensor data. The choice of these specific scripting languages is due to a minimal required learning curve for the researchers. The client forward data to the Web server. The Web server forward the data to the MySQL database for processing and determining sensor node statistics using REST APIs. The QoS parameters predicted by the QoS provisioning module are inputs to the Web server that use the Contiki programming interface to update the physical and virtual nodes with the QoS parameters. In the following, the implementations of the main functional blocks of the server are discussed.

1) Data Management Services: MySQL is implemented within the database server as the Relational Database Management System. The database queries retrieve the PSN data from the incoming data packets. The database is organized such that each node has its own table. The SQL queries query the table to get the node information.

The collected data packets are time stamped and stored in rows within the database. As the size of the database increases, the latency of data retrieval increases proportionally. This spatio-temporal increase has a performance implication. Our findings [22] show that data retrieval can be maintained at a minimal rate. This reflects the independence of retrieval rate on the number of nodes when individual tables for every sensor node are used.

A database table as shown in Fig. 5(b) resulted in $O(n \log(n))$ complexity for data retrieval. It required two operations: a search operation of the node and next a read operation to fetch the data. The temporal requirement for the search operation was improved from $O(\log(n))$ to $O(1)$ by splitting the single table into multiple tables as illustrated in Fig. 5(b). As shown in the figure, each table represents a specific physical or virtual node. As the complete node data is encapsulated in individual tables, the overall retrieval time is reduced from $O(n \log(n))$ to $O(n)$. This has also supported the one-to-one representation of the nodes within the PSN.

2) Adaptive QoS Provisioning—Conceptual Model and Analytics: Fig. 6 illustrates the implementation of the proposed AQoS concept [22]. PSN data within the database acts as the input for the QoS model residing within the Riverbed Modeler. SQL queries are performed by the simulation tool to feed PSN historical data to the application layer belonging to the simulation model. In addition, the associated time stamps of the historical data can be used by the simulator to compute the service time or other performance measures.

Then, the network performance derived from the model hosted by the Riverbed Modeler is passed to the QoS analysis model hosted by MATLAB. MATLAB uses the performance data to analyze the QoS condition and to identify the corresponding AQoS parameters. In the system implementation, the co-simulation between Riverbed Modeler and MATLAB is set up using MATLAB MX functions and Riverbed Modeler APIs [23], as shown by Fig. 6. The QoS algorithm shown in Table I which has been discussed in Section III is implemented as a use case.

3) WSN Configuration Services Using Contiki OS: In the system implementation, the low power wireless transceivers are subjected to many reconfigurations over the Internet. In addition, a self-configuring architecture [26] which requires no human intervention for the reconfiguration and deployment of IoT applications [27] is a desirable approach. To deal with such stringent requirements of an IoT-based environment, Contiki OS offers advantages such as flexibility, multitasking, and concurrency [28].

As shown in Fig. 7, the QoS parameters predicted by the QoS provisioning module are inputs to the Web server that uses the flexible and open source Contiki OS residing within the SeNSe server to update the physical and virtual nodes with the QoS parameters. Contiki OS is specifically compiled for the physical nodes and the code is in C. The reconfiguration header file generated by the QoS provisioning module is
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integrated into the directory that is compiled into the hex file for the nodes. With the current implementation, the reconfiguration file is generated as a C header file that is created in the directory where the Contiki OS code resides. Currently, the reprogramming of the nodes with the new reconfiguration settings is done manually. However, part of our on-going work involves a fully automated system, whereby the VSN would be automatically reconfigured based on the information it received from the physical network.

4) Virtual Sensor Network Implementation: Contiki OS residing within the SeNSe server consists of an in-built Cooja simulator. Cooja is used as a test ground before actual deployment of the PSN. The implementation of VSN in Cooja is a representation of the actual PSN deployment within the laboratory. The Contiki OS code used to program the PSN nodes is cross-compiled for the VSN nodes, both at the end device and node IoT levels. This allows the simulation to be a closer representation of the actual hardware, precisely mimicking the actual processing and flow of data within the VSN.

Fig. 8 depicts the VSN in running condition within the Cooja simulator. The virtual end devices have been clustered in a similar way as those of the real-life functional deployment positions of the PSC setup within the lab. However, owing to the approximation of their positions with respect to the actual deployment, the RSSI signal representation emanating out of this virtual setup is not entirely precise.

As compared to recent IoT architectures such as Lysis and iCore which consist of abstractions of real world objects functionalities [13] and virtual interfaces from real world objects [14], which result in advantages of reduced delay [13] and reuse of the persisting virtual interfaces [14], our idea herein was to merely have a virtual representation of the physical sensor nodes within the cloud. Such a virtual network composed of Cooja nodes would accurately reflect/represent the logical (software code) facet of the physically deployed sensor network operation and thus, aid securing an accurate and precise logical correlation between the physical and virtual WSN environments.

V. TESTS AND CASE STUDY

To ensure a virtualization with the closest replication of the PSN with the Riverbed Modeler simulation tool, comparisons between PSN and simulation behavior were conducted. The QoS performance of the network’s heterogeneous data traffic was studied via implementation and simulation of similar models.

The communication between one IoT coordinator and the end devices in the PSN testbed has been established as unicast on a single channel using Contiki OS. The polling-based network protocol was successfully implemented for the Contiki-based PSN setup. In the simulation, two types of traffic have been defined. RT and DT traffic flows are fed into the IoT coordinator buffer, which in turn serves the packets based on a predefined queuing policy.

Furthermore, the queuing mechanism in the IoT coordinator is observed, and the QoS performance of the traffic is studied. The interoperability among system components is also discussed through representation of sensor data from the database and the related database performance.

A. Effect of SR

To ensure the comparability of both physical and simulated environments, an experiment with a single node communicating with a single IoT coordinator was done first. The aim is to identify the impact of SR to network performance. Five cases have been set up—all of which are differentiated by the values of packet AR, the IoT coordinator’s SR, and buffer size. AR and SR are defined as the number of packets that arrived at the buffer and are served by the buffer per second, respectively. The AR in both the PSN and simulation is set by defining the sampling rate of the traffic sources. This is also indicated in Table II within the pseudo code for the end nodes.

As shown in Table III, it is assumed that RT data is light sensory data [29], whereas DT data is represented by temperature sensory data. For all cases, the AR of RT and DT are constant at 8 packets per second (pkt/s) and 5 pkt/s, respectively. Furthermore, a relatively small buffer size of 20 packets is also kept constant for each of both RT and DT buffers. The small buffer size was set to allow seeing the results of different AR and SR more easily. The experiment was conducted for a duration of 10 min.

In both experiments, it was observed that RT traffic and DT traffic are served according to the assigned serviced rates of the different queues in the buffer. As shown by Fig. 9, the trend of serviced packets to the function of received packets at the buffer for all cases shows a good match. The difference between both environments was always smaller than 3% for cases 1, 4, and 5. Furthermore, as shown in Fig. 9(b),
when SR > AR, there is very significant similarity in both PSN experiment and simulation.

In the PSN experiment, a small deviation occurs in terms of total packets received in the IoT coordinator. Meanwhile, the traffic generated in the simulation is always ideal based on theoretically calculated values. Fig. 9(a) shows that the total RT packets received at the buffer was only 3680 packets in the PSN experiment, whereas the actual number of incoming packets shown by the simulation is 4800. The deviation of the packets received in the IoT coordinator may be due to the communication channel’s stability between the sensor node and the IoT coordinator. However, the overall rate at which traffic is served in the RT and DT buffer queues through the course of both environments showed a good match. This validates the fact that the behavior of the queue and node model in the simulation closely resembles the performance characteristics of an actual IoT coordinator.

The buffer usage and traffic drop also showed a similar trend between both PSN experiments and simulation. Both cases 2 and 3, i.e., when SR > AR, have 100% delivery.
rate and zero buffer usage at all time. This indicates the traffic drop can be avoided when packets are served at a higher rate than the AR. Fig. 10(a) and (b) depicts the buffer usage and packet drop for the remaining cases, i.e., cases 1, 4, and 5. Fig. 10(a) shows that when the packet rate for traffic source nodes is increased, the buffer of the IoT coordinator grows steadily. Fig. 10(b) shows that once the buffer usage has reached its maximum capacity, packets start to be dropped. Consequently, more incoming packets will be dropped due to buffer overflow. This can be solved by adjusting the buffer size to match the requirements of the RT and DT traffic.

B. Effect of Buffer Size and AR

With the conforming queuing behavior between both PSN and the simulated environment, it was deemed sufficient to study the effect of different IoT coordinator’s buffer sizes in a network with multiple numbers of nodes in a simulation environment. A simulation on Riverbed Modeler involving 15 nodes was conducted to investigate the behavior of the network under varying data rates and buffer sizes. Service differentiation among RT and DT traffic was introduced by implementing a weighted fair queuing (WFQ) policy. In WFQ policy, each traffic source can be assigned a weight. Traffic source with higher weight receive more bandwidth than those with less weight [8]. For this purpose, the normalized weight assigned to RT and DT traffic classes are set to 0.7 and 0.3, respectively. In addition, a low buffer size of 30 packets and estimated buffer size were allocated for RT and DT traffic, respectively.

The idea was to allocate sufficient buffer storage to DT traffic to avoid buffer overflow which may result in high traffic drop and to allocate more bandwidth to RT traffic to meet low bound delay. This will accommodate the timeliness and reliability QoS requirements associated with RT and DT traffic. Over the period of a 1 h simulation, RT and DT packets’ data rates were increased every 15 min.

Fig. 11(a)–(c) shows the performance for varying RT and DT data rates, in terms of buffer usage, queuing delay, and traffic drop, respectively. If the AR is increased, the estimated buffer should be able to accommodate for the burst traffic, even when the SR on the IoT coordinator remains constant. Insufficient buffer size will result in packet drop when the AR is greater than the SR. The results confirm that by introducing service differentiation among the traffic as well as estimating the required buffer size, both RT and DT traffic meet their QoS requirements. As shown in Fig. 11(b), by setting higher weights to the RT traffic, hence more bandwidth is allocated, the low bound delay requirement of RT traffic is met. Furthermore, as shown in Fig. 11(c), by estimating sufficient buffer size to DT traffic, traffic drop can be minimized.

C. Test Environment—Sensing Data

The graphs in Fig. 12 show samples of the signal trends of data collected, i.e., ambient light, temperature, and the RSSI values, for some of the nodes used in the test. The sensory data trends contain the information associated with the layout of the nodes deployment, as shown by Fig. 3. The figure shows the readings for three consecutive days. From the light sensor reading, it is observed that the light values are high when it is sunny during the day, particularly on the nodes facing the window. A lower light reading is observed from the nodes facing the lab. It is also shown that the temperature goes up during the day for those nodes facing the window, reflecting the internal heat inside the controller chips. The RSSI data trend indicates some activities during the day due to people movement within the lab, whereas more stable RSSI values can be seen during the night.
VI. CONCLUSION

A conceptual organization targeting AQoS is presented in this paper. The architecture offers a system for interactions between the behavior of a PSN and the necessary analysis in a virtual remote environment. The main contribution of the architecture is its capability of identifying the required adjustment for the PSN in order to enhance the QoS performance of the WSN applications. An adaptive service differentiation QoS algorithm which is implemented as a target application of the system is presented. This represents a use case of an AQoS algorithm which can provide requested QoS for different traffic classes.

The concept of virtualization has been presented and the performance of both PSN and computer simulation under the QoS model has been distinguished. The virtualization has been demonstrated as the network performance shows similarity between the developed model in the simulation and the PSN experiment. The techniques for interoperability among the system components, namely PSN and a remote database, VSN and QoS provisioning unit, as well as Contiki OS and network reconfiguration, are presented in this paper. With the encouraging preliminary outcomes between pairing components, the proposed architecture can be used as a test environment for experimentation involving custom AQoS parameters and real-time analysis of network performance. The co-simulation concept between network simulator and MATLAB is viable and this opens up more future research possibilities when more complexity takes place at the business intelligence level.

Ongoing effort includes generating incremental outcomes from the modular organization and to achieve a completely automated system.

Our future research includes extending the experimental sensor network, and comparing the performances of the proposed adaptive QoS with other related work. The latter may potentially be the assessment of this paper in contrast to the QoS algorithm through cross-layer optimization approach such as the one proposed in [20], and distinguishing the QoS performance against other related QoS middleware architecture. Our future work also includes accommodating the learning process of predicting the network parameters for a given QoS and depositing this as part of an event warehouse. The system would be designed in such a way that as new scenarios are experienced by the network, the event warehouse database would be updated accordingly, so that the information could be used to predict future QoS parameters as the system evolves. This would lead to the creation of an unsupervised learning tool for controlling the PSNs. We envision that the approach will overcome the repetition of adjustment calculation for the AQoS, hence contributing improvement to the system’s latency. The challenges of the learning process and addressing the latency during reconfiguration activities will be part of our future research.
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